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Foreword

Dr. Pier L. Bargellini retired from CONISAT on January 1st

of this year, just before celebrating his 70th birthday.

Among his accomplishments during 15 years at CoNIsAI

Laboratories was his founding of COMSAT Technical
Review in 1971. Over the past 13 years, as Chairman of

the COMSAT Technical Review Editorial Board. Dr. Bar-
gellini established the COMSAT Technical Review as a
significant technical journal by maintaining standards of

quality at the highest levels. To found any new enterprise

is a challenging task. To found and edit a magazine in other

than one's first language is a true accomplishment and a

tribute to the world view he brought from his Florentine

background.

As Chairman of the COMSAT Technical Review Editorial
Board, Dr. Bargellini is succeeded by Dr. Geoffrey Hyde.

a student of his when both were at the University of

Pennsylvania.

Joseph V. Charyk

Chairman of the Board and

Chief Executive Officer

Communications Satellite Corporation
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An international high -speed packet-
switching experiment*

J. S. MCCOSKEY, W. REDMAN, W. MORGART, B. HUNG,

AND A. AGARWAL

(Manuscript received June 14, 1983)

Abstract

An experimental high-speed data communications link between Clarksburg, Mary-

land, and Oberpfaffenhofen, Federal Republic of Germany, was established to field

test and examine the performance of a communications processor in high-speed digital

satellite circuits, and to demonstrate possible communications services. Two com-

munications processors were connected via 1.544-Mbitis links provided by rooftop

earth terminals and 14/11-GHz spot beam transponders in an Atlantic Ocean region

INTELSAT v satellite.

Experimental results showed that integrated services such as simultaneous freeze-
frame teleconferencing, high-speed host file transfers, facsimile, and low-speed
asynchronous terminal and host communications are possible. The effect of data

communications protocols on throughput efficiency and overall network performance
was investigated. A hybrid multiplexing scheme was implemented that allowed both

stream and packet traffic to share a common channel.

*This paper is based on work performed at COMSAT and DFVLR under the sponsorship
of the Communications Satellite Corporation and the German Aerospace Research
Establishment. Parts of this paper were presented at the Sixth International Conference
on Digital Satellite Communications, Phoenix, Arizona, September 1983, [I].
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INTERNATIONAL HIGH-SPEED PACKET-SWITCHING EXPERIMENT 3

Introduction

In the past, COMSAT Laboratories and the German Aerospace Research
Establishment (DFVLR) have jointly conducted experiments involving high-
speed packet transmission via satellite. These early experiments verified the
feasibility of connecting geographically distributed computers via high-speed
satellite circuits; however, they also showed that substantial mainframe
computing power was required to control and manage satellite networking
functions 121. Also, the necessary communications hardware and software
for network interfaces had to be custom designed. These special requirements
led to the development of a programmable interface processor (PIP), which
controls all functions of the satellite network and provides network services
such as virtual circuit establishment and control, transparent protocol con-
version, and a network monitoring and control facility. Such a processor
moves the task of network processing away from the host computers, freeing
them for applications tasks, Interfaces to the P11' include well-defined and
frequently implemented standard interfaces; however, the PIP can be pro-
grammed to match the interface characteristics of nonstandard devices.

This paper presents the results of recent experiments jointly conducted by
COMSAT and DFVLR that involve high-speed international packet switching
(tips), which demonstrated new techniques and technology, including a field
test of the Pip developed by COMSAT Laboratories 131.

I
System Description

Figure I represents the system configuration of the HIPS experiment.
Communication between the two processors was based on a full-duplex
1.544-Mbit/s satellite link established between rooftop earth stations located
at COMSAT Laboratories and DFVLR headquarters. The space segment was
provided by INTELSAT, using two 14/I I-Gllz spot beam transponders in an
Atlantic Ocean Region INTELSAT v satellite (one transponder each for the
west-east and east-west links). Four-phase phase-shift-keying (PSK) modems
with rate 3/4 forward-error-correction (FEC) coding were used.

At each site, a Pip connected various data terminal equipment to the single
high-speed channel interface of the modem/FEC hardware. In addition to the
link control, switching, and multiplexing functions of the network, the PIP
served as an intelligent interface between the data, voice, and video terminal
equipment and the transmission subsystem. The Pip provided virtual circuit
network interconnections for data terminal equipment by using protocols
selected to perform well with a satellite transmission medium. Using the pip
hybrid multiplexer module (HMUx), statistically multiplexed virtual circuit
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(i.e., packet) data are further multiplexed with synchronous end-to-end
circuits. Data devices may connect to the PIP through either the packet
interfaces or direct synchronous circuit interfaces. Data devices accessing the
network with packet interfaces benefit from the high-integrity data transfer,
increased utilization, and transparent compensation of satellite delay, which
yield low delay and high-throughput data communications services.

The PIP implementation is based on a tightly coupled multiprocessor
configuration (i.e., multiple microprocessors closely interconnected through
a high-speed parallel bus) and an optimized operating system that together
provide the substantial computing power required for packet processing and
interface functions at 1.544 Mbit/s.

The PIP HMUX module was programmed to interface with the packet
statistical multiplexer, a 32-kbit/s delta-modulated speech codec, and with
freeze-frame video codecs. Data from these sources were multiplexed into
the 1.544-Mbit/s transmission channel by using the frame format and
bandwidth allocation shown in Figure 2. Voice and packet input interfaces
to the HMUX contain a "bandwidth-required" line activated by the source to
capture its allocated share of the hybrid frame. The HMUX is programmed to
allocate to video any idle bandwidth not required for voice or packets, on a
frame-by-frame (2-ms) basis.

If

VOICE = ON
P. DATA - ON
VIDEO 64 kb,t/s

VOICE = ON

P. DATA =OFF

VIDEO - 1.5 Mbit/s

VOICE = OFF
P. DATA -ON
VIDEO = 96 kbit/s

UW

132 kbit/s^

CW VOICE

VOICE

VIDEO

I= 2 ais

1.436 Mbit/s

PACKETS

64 kbit/s

VIDEO

VIDEO

PACKETS VIDEO

VOICE = OFF

P. DATA -OFF
VIDEO = 1.532 Mbit/s

VIDEO

Figure 2. Hybrid Multiplexer Frame Formats

In addition to the interfacing and packet processing functions, the PIP
contains an executive function that monitors and controls tasks such as
accumulation of traffic statistics, network status, and error logging. Other
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features include remote control and a debugging capability, permitting an
operator to exercise any module on the network as though it were a local
module with a direct connection.

Experimental program

Objectives

Specific objectives of the HIPS experiment were as follows [3]:

a. to field test the PIP developed by COMSAT Laboratories and
configured as a high-speed packet-switching network node;

h. to verify the performance of protocols for use with high-speed
packet-switching services via satellite;

c. to demonstrate the support of integrated services and evaluate
techniques used to support multiple service requirements through a
single network; and

d. to verify and demonstrate an adaptive hybrid multiplexing scheme
that provides both circuit and packet functions on a common channel.

The experimental program was conducted in three distinct phases:

a. transmission system performance verification and evaluation,
b. network protocol evaluation, and
c. applications evaluation.

Two kinds of transmission system performance experiments were used to
examine the hardware elements of the network: modem and earth terminal
testing and Pip hardware testing. The network protocol experiments examined
the effect of various protocol parameters, traffic loads, and configurations on
network performance. The applications experiments demonstrated and eval-
uated capabilities that could be provided by a high-speed satellite commu-
nications network.

Transmission system performance

The purpose of these experiments was to study the relationship between
various transmission subsystem parameters and their effect on network
performance. Error rates, propagation delay, and high-level data link control
(HDLC) frame size all affected the overall network performance. These
parameters were varied in this phase of the experimental program to observe
the effects on transmission characteristics. Two categories of transmission
system tests were conducted: first, the modem, FEC, and earth terminal
equipment; then the PIP hardware.
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TRANSMISSION CHANNEL CHARACTERIZATION

Before point-to-point satellite communications links were established, a
series of tests was performed to examine the back-to-back bit-error-rate

(BER) performance of each satellite modem, followed by loopback testing

through the INTELSAT v satellite.
After the first sequence of modem/FEC tests, the communications system

was configured with two point-to-point satellite links, allowing measurements
of modem performance for each link. Test results in the form of C/N0 and
BER measurements were gathered daily at the beginning of each test period.
A representative portion of these results is shown in Figure 3, as measured
at the Clarksburg site. The shaded portion of the figure corresponds to BER
values that exceed 10-1. The results show a considerable variation in the

measured value of C/N,. Several factors are likely to contribute to this

variation, including differences in transmitted power levels, antenna pointing,

satellite positioning, and atmospheric conditions.

I

76.0

"pp^' BE

74.0 15]011 51015 ]0]5 51015]0}5 510620]5510

SEP OCT NOV DEC

1982

Figure 3. Received Signal Levels at Clarksburg, October-November 1982

PIP HARDWARE TESTING

A portion of the transmission system performance testing period was used
to verify the correct operation of the satellite communications interface

INTERNATIONAL HIGH-SPEED PACKET-SWITCHING EXPERIMENT 7

module (scIM) hardware of the PIP. This hardware, which controls all HDLC
framing functions [including bit stuffing and frame check sequence (`CS)
generation and checking] and transfers data frames to and from each PIP mass
memory, is controlled by a single processor in each Pip.

The test configuration at each site consisted of a PIP with SCIM controlled
by test software. Each scim was connected to a satellite modem, creating a
bidirectional link between the two Pips. This testing configuration did not
include the adaptive HMUx between the scim and the satellite modem; hence,
individual sCIMS were provided with the full 1.544-Mbit/s bandwidth for
each link.

PIP HARDWARE THROUGHPUT TESTING

These tests consist of hardware PIP-to-PIP throughput measurements, which

indicate the efficiency of the PIP hardware, without communications protocols,

in using the satellite channel capacity to transfer blocks of data. The PIP scim

hardware was designed to transfer data between the shared mass memory

and the satellite channel with virtually no interframe idle periods (i.e., HDLC

flag sequences), which is the dominant hardware throughput factor in such

a transfer. Other hardware throughput degradations are related to HDLC

framing and consist of opening/closing flags, FCS character insertion, bit

stuffing (for transparency), and frames with errors detected by FCS at the

receiving sciM.

Frame sizes and data patterns were varied for these tests, and the results
are presented in Figure 4. Patterns provided two extremes of bit stuffing
overhead. In the first test, an alternating one/zero pattern was used, which
required no bit stuffing for data transparency within the HDLC frame. In the
second set of tests, an all-ones pattern was used, with a zero insertion after
each five data bits (hence, a 17-percent overhead addition because of bit
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stuffing). Predicted points were based on measured interframe idle periods,
and maximum HDLC values assumed a single flag between HDLG data frames
(i.e., no interframe idle periods).

Some deviation exists between the measured results and the theoretical
HDLC maximum throughput for smaller frame sizes. Although the hardware
transfers data with no periods of interframe idle, the software supporting this
test caused approximately 270-µs delays in setting up the hardware, thus
introducing a 270-µs interframe idle period between HDLG data frames. These
delays resulted in channel utilization inefficiencies (thus reducing throughput),
which increased as the HDLC frame size decreased.

PIP DATA ACCURACY TESTING

A series of tests was performed to verify the data accuracy of transfers
between the two Pips via the satellite communications links. A known data
pattern was used as a transmitted frame, and those frames received without
Fes-detected errors were compared to the known data pattern. These tests
were performed in both directions and with various frame lengths and data
patterns to ensure that no element of either Pip was injecting undetected
errors into the data streams.

Network protocol evaluation

The objective of the protocol evaluation experiments was to examine the
use of a specialized communications processor in high-speed satellite com-
munications, as well as the throughput performance of such a system, by
using a modified asynchronous balanced mode (ARM) HDLC protocol with a
reject error recovery scheme [4]. Modifications included extensions of header
fields and the addition of some fields. The format of each transmitted frame

is shown in Figure 5.
Throughput performance was evaluated in a unidirectional mode with

various transmitted data frame sizes and various HDLC maximum outstanding

frame (MAxouT) values.
Each PIP was configured with stun control software, a single traffic

generator/sink pair, and HDLC software. The physical interconnection of the
SciM modules was via the HMUx connection; thus, the maximum data rate
provided for packet traffic was 1.436 Mbit/s (see Figure 2). Only non-bit-
stuffing patterns were used for this series of experiments, and the HER
performance of each satellite link was less than 10-1, simulating normal link
conditions. Control parameters of frame size and HDLG MAXOUT were varied
from I to 4 kbytes and from I to 255, respectively.

Results of throughput efficiency experiments are shown in Figures 6
through 9 for MAXOUT values of 1, 7, 127, and 255, respectively. Analytical
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HEADER 10
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FLAG
FLAG

BLUCOUNT

DLC
HEADER

MSGTYPE/PRTY

SOURCE ID

DEST ID

BYTECOUNT

LEVEL 3

HEADER

USERDATA

FCS

FLAG
FLAG

n
OPENING FLAG
(BINARY 01111110)

COUNT OF HEADER AND DATA

DATA UNK CONTROL HEADER

MESSAGE TYPE AND PRIORITY

SOURCE PROCESS IDENTIFIER

DESTINATION PROCESS IDENTIFIER

COUNT OF DATA BYTES

GNIF HEADER

DATA

FRAME CHECK SEQUENCE
(CRC-CCITT, PRESET TO TS)
CLOSING FLAG

Figure 5. Transmitted Frame Format

results for both maximum theoretical HDLC performance and predicted network
performance were based on a predictive model developed by Kaul [5]. The
net throughput, -9, for a full-duplex ARM HDLC link is

S(b -A)(1 - S") N < 1 + d
1b{S(1 - SN) + (1 - S) [2 + d - (N + 1)SN]}'

S(b -A)
d

1 b[I + (1 + D)(l - S)] ' +
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where
N = MAXOUT parameter (or required buffer size in frames)

b = frame length in bits, including overhead
C = link capacity in bits per second

TR = round-trip delay in seconds

d = CTR/b = round-trip delay in frames

D =[d]*
S = probability of successful frame transmission (no errors or losses)

A = overhead bits per frame.

00
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Figure 6. Throughput Efficiency vs Frame Size , MAXOUT = I
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* [xl = x for integer x or the next highest integer value of x for noninteger x. Figure 9. Throughput Efficiency vs Frame Size , MAXOUT = 255
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The points for maximum HDLC performance on each of these figures were

based on the following assumptions:

a. no bit errors on the link,
b. packet overhead consisting only of flag and FCS fields, and
c. no interframe idle periods (single flag between successive frames).

Predicted performance points were based on measured performance param-
eters. The HER was assumed to equal 1 x 10-9; the interframe idle period
(caused by software) was measured at 1 ms; and a round-trip propagation

delay of 540 ms was used in the predictive model.
Deviation of the maximum HDLC case from the predicted network perfor-

mance was caused primarily by the 1-ms interframe idle period required
between frames for delays in software setup. For smaller frame sizes, this
idle time occupied a larger portion of the available bandwidth, resulting in
greater deviation. Also, the introduction of bit errors and the addition of
overhead bits in each packet (18 bytes per packet) contributed slightly to the
decrease in throughput efficiency. With a HER value of I X 10-9, used for
predicting results, and with frame sizes no larger than 4 kbytes, the effect

of errors was negligible.
Comparison of predicted and measured results shows a close correlation

between frame sizes of approximately 2 kbytes and larger. Variations in
these larger frame sizes may be attributed to time measurement accuracy and
to a slight variation in actual interframe idle periods. With frame sizes smaller
than 2 kbytes, measured performance closely matches predicted performance,

except with MAXOUT = 127.
The MAx0UT value used is a dominant factor in the throughput efficiency

of high-rate satellite communications protocols. Figure 10 shows the relative
performance of the network for various MAXOUT values associated with
typical protocols. Thus, the figure also shows the expected performance for
BISYNC (MAXOUT = 1), SDLC (MAXOUT = 7), and X.25 modulo 8 (MAXOUT
= 7) protocols over the 1.544-Mbit/s satellite channel.

Link HER values were lower than 10-8 during most of the experimental

period.

Applications

The objective of the applications experiment was to demonstrate the

capability of a Pte-based network to provide integrated services (e.g., multiple-

media teleconferencing and host-to-host, terminal-to-host, and terminal-to-
terminal communications) through a single, full-duplex satellite channel.
Powerful network monitoring and control techniques were also evaluated and

tested.

100
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BER <10.8

RATE = 1.436 Mbll/s MAXOUT=127

(e.g., EXTENDED X.25, HDLC)

0 MAXOUT = 7
(e.g., NORMAL X.25, HDLC)

20

MAXOUT=1

(e.g, IBM-BSC)

1
2
--4r

3
FRAME SIZE (kbytes)

Figure 10 . Relative Throughput Efficiencies

FREEZE-FRAME TELECONFERENCING

The freeze-frame teleconference capability of the network was subjectively
evaluated during testing and via several conferences between COMSAT and
DFVLR personnel. Voice communication was provided by the delta-modulation
speech codec.

The evaluations showed that freeze-frame video at transmission rates of
approximately 1.5 Mbit/s is quite acceptable for business conference use.
The frame refresh rate of about three frames per second provided for effective
face-to-face conferencing, after participants became accustomed to the
jerkiness of movements and the lack of synchronization between audio and
video. Close-up shots of participants exaggerated these weaknesses of freeze-
frame conferencing; however, longer range shots of participants were generally
acceptable, perhaps because lip movements cannot be distinguished (hence,
the lack of audio synchronization is less evident), and also because the viewer
has a larger viewing field composed of more static elements.

The effect of satellite delay was not significant, since audio and freeze-
frame relationships were identical from room to room or over the satellite
link conferences. The effects of transmission errors, however, were often
noticeable as streaks or color changes on the received frozen images, which,
in the case of a poor link (i.e., a high error rate), were quite distracting. For
use in such an environment, the video could be routed via a protocol protected

1
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packet path rather than through the circuit path used for this experiment.
This high-speed packet video service was being developed at the time of the
HIPS experiment, but was not completed before the final experimental period.
Since that time, the interface has been completed and provides error-free

freeze-frame video service.
At rates of 96 and 64 kbitls, the freeze-frame video was not effective for

facial contact because of a frame update time of several seconds. At these
rates, however, the video is still quite effective for slide or blackboard

presentations.
The teleconference facility demonstrated in this experiment was based on

small room setups and relatively low-cost equipment, not on the "million-

dollar-room" philosophy. This low-cost approach makes it convenient to
bring the facility to the users rather than requiring users to come to an
expensive centralized facility. A diagram of one of the conference rooms
used during the Hips experiment is presented in Figure 11. With the high-

resolution facsimile machine and terminals, the network supported a true

multimedia conference facility.

WHITEBOARD Q O) Q C)

A

MICROPHONES

1
CAMERA VIDEO/AUDIO CAMERA

1 MONITOR RACK 2 O

Figure 11. Low-Cost Teleconference Room Layout

Another capability tested during the teleconference applications experiment
was a video control module that allowed a single operator to enter simple
keyboard commands to control both freeze-frame video codecs from a single

control terminal attached to the network.

N

CURTAINS

i f
FACSIMILE
MACHINE

CRT
TERMINALS

VIDEO/AUDIO
CONTROL
PANEL
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Control functions included full or partial (upper only or lower only) screen
transfer, continuous vs single frame transfer, camera selection, pause, reset,
and monitor connection to either the input source or the received frozen
picture. Each controllable feature had a corresponding status indicator, and
the operator's console display was updated if a status changed. In this way,
a teleconference operator could control the video parameters of the entire
network through a single command terminal.

FILE TRANSFER EXPERIMENTS

The file transfer protocol (FTP) experiments verified the file-handling
capabilities of the Pip-based network. A secondary benefit of the file transfer
capability was the ability to down-line load software between the PIPS and to
quickly transfer or store software or data.

The important performance parameter for file transfers is throughput, the
effective, error-free transfer rate between the source and destination of a
transfer. Figure 12 shows the throughput results obtained during the file
transfer experiments, which provide a representative selection of possible
sources, destinations, and file sizes (as shown in the legend to Figure 12).
File transfer throughput was determined by dividing the file size by the time
required to complete the transfer, which yielded the effective transfer rate.
For example, in the case of the 4-hop handshake and file size 1 in Figure 12,
the effective transfer rate was between 200 and 250 kbitls. These throughput
results are affected by the following major factors:

a. satellite hop delays during initial handshaking (i.e., opening files
for transfer),

b. limited buffer allocation, and
c. host computer disk access throughput.

Satellite propagation delays associated with the F'rP process add overhead
whenever a transfer occurs between the two remote Pips. Depending on the
mode of transfer, either two or four hops are required for this initial handshake
exchange between the Pips. This causes a delay of approximately I or 2 s,
depending on the number of hops. For Pip transfers, which are accomplished
within seconds, this factor has a significant effect on the measured throughput.
Obviously, the shorter the file, the greater the effect will be on total throughput
degradation.

Limited buffer allocation also causes degradation in the overall throughput
of it transfers. The total number of buffers allocated to the FIT is essentially
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SOURCE DESTI-
NATION[

D-DEC C-DEC

C-PIP C-DEC

C-DEC I D-DEC

C PIP

C DEC

C DEC

C-DEC

C-PIP

C-DEC

D-PIP

C PIP

D PIP

D PIP

C-0EC C-PIP

D-PIP I C-PIP

3

2

3

x TWO-HOP HANDSHAKE REQUIRED
** FOUR-HOP HANDSHAKE REQUIRED

C-DEC - COMSAT DEC LSI 11 /23
D-DEC - DFVLR DEC VAX11 180

C-PIP - COMSAT PIP
D-PIP - DFVLR PIP
1 - FILE SIZE I -131,072 bytes
2-FILE SIZE 2 261.120 bytes
3 - FILE SIZE 3 = 52224 bytes

0 50 100 150 200 250 300
THROUGHPUT (kblt/s)

2

2

2

350 400 450

Figure 12. File Transfer Results

a flow control for the transfers, because idle periods occur when the sending
process is waiting for buffers to be returned. In the present configuration,
with 24 buffers of 1.5 kbytes each, the maximum effective throughput is

approximately 500 kbit/s.
The final major factor that affects Frm throughput is the throughput of the

DEC disk access mechanisms, since the speed of these access mechanisms is
governed by software on the DEC computers and by the disk hardware itself.
This overhead is especially noticeable with disk writing on the COMSAT LSI-
11/23 computer. Since the LSI-11/23 is not an especially powerful computer
and the disk writing process implemented uses a sector-by-sector linked list,
the resulting throughput is low. Measurements have shown that if disk
accesses are removed from transfers to the LSI-l I computer, throughput
values above 300 kbit/s are obtained between the associated Pip memory and
the computer memory. Measurements of throughput on file reads from either
the LSI-11/23 disk or memory show that degradation caused by disk read

accesses is indistinguishable from that of direct memory reads.
One additional effect on the file transfer throughput results was caused by

inaccuracies in measuring the time required for each transfer. An inaccuracy
of ± 0.25 s was assumed. This effect is reflected in Figure 12 as a throughput
range for each test (e.g., the range of 200 to 250 kbit/s for the example

discussed above).
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Improvements in Frm performance may be achieved by using contiguous
files on disks rather than linked lists, which require increased processing.
Also, more powerful computers can increase disk throughput. If faster file
transfers are required between two Pip systems, the buffer allocation to the
FrP processes must be increased within each Pip. With these improvements,
the throughput of the Pip system should be maximized.

ASYNCHRONOUS TERMINAL/HOST APPLICATIONS

The asynchronous terminal interface modules in each Pip allowed the
connection of terminal-to-terminal, terminal-to-host, and asynchronous host-
to-host ports between either colocated or remote devices. Experiments with
these connections helped in evaluating various transfer techniques such as
line-level and transparent transfer schemes. In the line-level transfer scheme,
characters were buffered until a forwarding character (carriage return) was
received, at which time the string of buffered characters entered the network
as a packet. In this mode, local echoing of characters is provided for cathode-
ray tube (CRT) terminals, along with some editing functions (e.g., backspace,
line delete). In the transparent transfer mode, characters are buffered and the
contents of the buffer are delivered to the network periodically (in milliseconds)
without the need for a forwarding character. Character echo was optionally
configurable as local or remote, to evaluate the effect of satellite delay on
the echo path. With the local echo options, satellite delay was indistinguishable
from host delays and command response times.

Any terminal could connect to any other asynchronous port simply by
entering a 4-digit code corresponding to the associated port. This code could
be extended if additional port numbers were to be supported. Once established,
the connection could then be disconnected or reset at any time by either of
the connected ports. The key to this adaptable system is its ability to support
direct terminal-to-terminal communications without a host computer. Such a
capability is necessary in providing effective advanced network services to
users.

FACSIMILE

The facsimile applications experiment consisted of testing facsimile trans-
fers by using the various page sizes and resolution modes available on the
facsimile equipment. Because of the nature of the machines used, facsimile
transfers were available only in a half-duplex mode. Each side could,
however, initiate a facsimile transfer as long as a transfer was not already in
progress. As expected, the received facsimile copies showed no traces of
error streaks [since there was automatic repeat request (ARQ) protection of
data], although the quality was sometimes poor because of incorrectly adjusted
elements in the machines themselves (e.g., toner flow).
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Although only two facsimile machines were used for this experiment, the
network provides for switched fax-to-fax connections. The facsimile services
were a powerful addition to the teleconferencing facilities, as described below

in the section on Integrated Services.

NETWORK MONITORING AND CONTROL

Facilities within each pip performed executive functions that centralized
the control and monitoring of the entire network. The following capabilities

of the executive facilities were evaluated:

a. HDLG link monitoring and control,
b. remote control of the system executive module in the remote node,
c. exercising of local executive functions in various modules,

d. control of the traffic emulation software,
e. auto-polling of system status changes,
f. control of all video coders, and
g. control of the file transfer facility.

The HDLC link monitoring and control functions allowed an operator at the
executive console to examine the status indicators from the HDLC control
software in each Pip. Also, the HDLC modules could be set to a tracing mode,
which displayed on the console all transmissions, receptions, and retrans-
missions. The message type was identified, and associated header fields were

displayed on the console, as shown in Figure 13.
The remaining HDLC controls could change various protocol parameters

(e.g., MAXOUT), initialize or reset the link between HDLC modules, and drop
specified fractions of received packets to simulate transmission errors.

Each PIP provided executive monitoring and control facilities for devices
connected to itself, and a remote control capability allowed an executive in
one Pte to control the executive in the other. In this way, a single module
could initiate all executive functions at both the local and remote Pip, thus
forming an executive for the entire network. This capability allowed exper-
imenters at Clarksburg to configure and monitor the equipment at Oberpfaf-
fenhofen. An additional benefit of the remote-control capability was a text
message path between the system executive consoles of the two Pips. This
message path allowed 'silent' communication (useful for teleconference
operator applications) and also a teletypewriter-like record of messages if a

hardcopy console was used.
Local executive functions such as module memory read/write were used

primarily for debugging and not during the actual experimental period. These
functions allowed an operator to examine and modify software and data fields
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NSS NSR NSA MAXOUT
0005 GOOD 0005 0100

TX RX
-----------------------

Valid Data Frames .. ....... 0000 0005 0000 Coon
Command Frames . . ......... 0000 0003 0000 0005
Data Frames Rtx/dropped ... 0000 0000 0000 0000
RR ...........
RNR

............ 0000 Coon

0000 0000
0000 0005

0000 0000
REJECTS
Time-outs /Bad

00
Recvd Pkts .. 00

00 0000

00 0000
0000 0000
0000 0000

TYPE CMDPS PFPR DMMB SADR DADR USD1 USD2
Command out 0006 0100 OOOF FE1A 0115 0215 0000 0000
Input Frame 0000 020F 500E FFCB 020D 010D 011E 0000
Input Frame 0000 0210 530F FFBB 020D 010D 0003 0009
Command out 0006 0100 0010 FEIA 0115 0215 0000 0000
Command out 0006 0100 1011 FE1B 0115 0215 0000 0000

Figure 13. HDLC Trace Mode and Status Examples

within a module without using a console connected directly to that module.
From the executive console, an operator could invoke any of the possible

traffic emulation facilities. These emulators were used to measure the
performance of various communications paths in the network. As with other
network executive controls, these traffic emulators can also be controlled
from a console connected directly to the traffic emulation module. In fact,
since the network executive is connected in parallel with the direct console,
use of the executive does not preclude or affect the direct connection.

A useful executive facility, referred to as the "auto-poiler," provided an
operator with the status of the various modules in each Pip. The operator
entered a list of modules to be polled, and the polling function scanned the
list sequentially, soliciting responses from the addressed modules. If a module
failed to respond, it was flagged as "down." Messages were sent to the
executive console only if a change in status occurred. The current status of
all modules on the poll list could be questioned at any time, and individual
modules could be added or deleted from the list.

With the executive remote control facility, a single console could be used
for all operational and experimental functions of the network. This does not
preclude the use of individual consoles for controlling modules; rather, a
parallel path can be provided for these controls. Extension of the facility to
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a multiple-node network is valid because the powerful monitoring and control
capabilities from a single point within such a network would be a useful,

valuable asset.

INTEGRATED SERVICES

The final phase of the Hips experiment was the evaluation and demonstration
of integrated services support by the experimental network. In this phase,
various interfaces were implemented simultaneously. The resulting configu-
ration was then evaluated with actual teleconference applications. Specifically,
simultaneous communications were established by using the following:

a. freeze-frame video,
b. terminal-to-terminal and terminal-to-host communications,

c. high-resolution facsimile,
d. file transfers between minicomputers, and
e. various monitoring and control capabilities (including control of

the video codecs).

Operators of the freeze-frame video equipment quickly learned to avoid
close-in shots of participants' faces to avoid the lack of audio/video
synchronization inherent in freeze-frame systems; wide-angle views of
participants, figures, or blackboards were used. In fact, the color transmission
of both figures and blackboards (a "whiteboard" with felt-tip markers worked

best) was extremely effective with the freeze-frame video.
One major area of interest was the effect of sharing a common channel

between the freeze-frame video and other preemptive data sources, such as
delta-mod speech, facsimile, file-transfer, and terminal data sources. Because
of the bursty nature (high peak-to-average ratio) of the packet data sources,

their effects on the freeze-frame video were limited.
It should be noted that these packets of data are transmitted at 1.436 Mbit/s;

however, because of the short time required to send them at such high rates,
the video codec is also perceived to perform at a continuous I.5-Mbit/s
transmission rate (see Figure 2). In fact, for terminal-to-terminal, terminal-
to-host, facsimile, and monitoring and control paths, the slowing down of
video frames could not be visually observed. When using the file transfer
facility for large files, the slowing down was seen as a very short freeze in
the frame update, but only in the wipe mode of display. In the flip-flop
mode, even this was not perceptible. This effect of both video and data
appearing to be transferred at about 1.5 Mbit/s through a single 1.5-Mbit/s
channel was observed as long as the data were bursty, as is usually the case.
The effects of the 32-kbit/s speech channel were also imperceptible, even
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while the speech data were being switched in and out of the shared channel.
Satellite delay effects were noticed in two cases: audio echo and remote

host character echo for terminal connections. Audio echo is to be expected
with any satellite teleconference configuration, and echo cancellation equip-
ment should be used to eliminate this problem. For the HIPS experiment, an
echo canceller developed by COMSAT Laboratories was used. As mentioned
above, it is desirable to use a local echo of characters to a terminal rather
than a remote echo, which is delayed by both satellite propagation and host
processing.

Conclusions

Efficient use of high-speed satellite circuits may be achieved by employing
a specialized communications processor. With transparent protocol conversion
and device control, a network can be optimally designed to take advantage
of high-speed satellite circuit characteristics while interfacing with a number
of different devices. Without such an optimized system, many existing user
protocols result in performance degradation caused by satellite propagation
delay. An important aspect of this technology, as applied to host-to-host
computer communications, is the removal of the communications processing
load from host computers. With a hybrid multiplexing technique, the
programmable interface processor makes efficient use of satellite resources
by combining packet and circuit traffic on a common channel in a demand-
assigned manner. This ability to support both packet and circuit channels
results in an extremely flexible interfacing capability that can support many
different devices. The easily reconfigurable and upgradable multiprocessor-
based node is a powerful tool for research and development activities aimed
at the implementation of protocols specifically designed for high-speed
satellite communications.

The network described in this study can perform an acceptable teleconfer-
encing function and simultaneously support other data traffic, such as terminal,
host, and facsimile transfers. It was also demonstrated that a low-cost room
can be used to implement a powerful teleconferencing facility on a user's
premises.

Extensions of the experimental work presented here will include networks
with multiple nodes and multiple satellites. Integrating newer generations of
processors into the modular communications processor will allow greater
processing power and increased flexibility. Also, recent advances in video
processing technology should substantially improve teleconferencing with
full-motion video at reduced data rates.
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Abstract

It is well known that high bandwidth efficiency can be achieved by the use of a
signaling scheme with overlapping signal pulses. Such schemes can result in appreciable
intersymbol interference (ISQ, which deteriorates the detection and synchronizer
performance. This paper describes the isi effects on an 8-phase PSK carrier synchronizer
and illustrates the necessary analysis procedure for this special case. The computations
are based on a raised cosine pulse shape with 50-percent overlap to each side. The
demonstrated methods are equally applicable to any other pulse shape.

The effects of isi on carrier synchronization can easily be reduced by a simple
transverse equalizer in conjunction with the synchronizer. Equations are derived for
the tracking variance resulting from both additive white Gaussian noise (AwGN) and
the self-noise associated with ISI. Computer simulation results for carrier synchronizer
performance, with and without 1st equalization, are in close agreement with theoretical
predictions from derived equations.

Introduction

On many of today's communications links, high bandwidth efficiency (the
number of transmitted bits per second per Hertz of bandwidth) and rapid
spectral fall-off must be achieved to conserve the available spectrum. Spectral
efficiency can be achieved by either increasing the number of signals in the

25
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signal space (increasing the number of bits per symbol) or by introducing
intentional correlation between the channel symbols. Either approach can
yield a significant decrease in the channel bandwidth requirements and hence
increase the spectral efficiency. The introduction of intentional correlation
between the channel symbols provides the additional benefit of fast spectral
roll-off. Naturally there is a penalty associated with achieving higher spectral
efficiency, since nature is not normally so generous as to enable improvements
without any side effects. One penalty is a more difficult carrier synchronization

recovery.
Both methods used to obtain spectral efficiency are closely related, because

the introduction of correlation between the channel symbols in essence results
in an increase of the number of signals in the signal space and a reduced
distance between them, as is demonstrated in this paper.

Either method affects the recovery of a coherent carrier in two ways. First,
the reduced distances between the signals in the signal space require a more
accurate carrier reference to maintain detection performance at an acceptable
level. Second, in a more complicated signal space, the loss associated with
modulation removal is generally greater. (This loss is sometimes termed
"squaring loss" for cases in which squaring or frequency doubling are used

to remove modulation.)
Earlier studies, such as References I and 2, have dealt with combined

adaptive equalizers and synchronizers. Equalizers are most frequently applied
over channels with a time-varying amount of Isi caused by channel filtering
and line switching, as in telephone channels. In such applications, it is
necessary to employ adaptive equalization to obtain the best possible system

performance.
The case discussed in this paper assumes a quasi-linear AWCN channel

with a constant channel characteristic that causes isi by intentional pulse
overlapping. Such a technique might be employed in satellite communications
with single-channel-per-carrier (scat) communications to increase the number
of channels per satellite transponder. In such cases, even very simple
transversal equalizer structures result in large performance improvements.
Furthermore, with an AWCN channel, it is possible to evaluate the effect of

self-noise on synchronizer performance.
The tracking performance of a carrier synchronizer is influenced by the

additive white Gaussian channel noise and by self-noise, which is caused by
pulse shaping or correlation between adjacent symbols. Self-noise is normally
neglected in the performance analysis of carrier synchronizers. This is justified
in cases where no intentional correlation is introduced between adjacent
symbols as, for example, in quadrature phase-shift keying (QPSK) and
minimum-shift keying (MSK) systems. A mathematical justification for
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neglecting the self-noise can be given by observing that its power spectral
density has a zero at the nominal carrier frequency [3].

For intentional symbol correlation, neglect of the self-noise may no longer
be justified. However, the effects of the Isi on synchronizer performance can
be reduced by either narrowing the synchronizer bandwidth or canceling
most of the isi effects with an equalizer. isi equalizers are often used to
improve detection performance. For the present application, iSi equalization
is also used to improve synchronization performance. This paper shows the
basic methods which can be used to evaluate synchronizer performance,
taking into account the self-noise for a special class of sampled carrier
synchronizers that employ decision-directed feedback. Carrier synchronizer
performance is evaluated with and without the equalizer to demonstrate the
performance gain attributable to isi equalization. Most of the derivations are
given for the special example of an overlapped raised cosine pulse shape
applied to 8-phase PSK modulation. The results are applicable to any other
quadrature amplitude modulation (QAM) scheme with an arbitrary pulse shape.

The sections that follow evaluate the isi that is generated by pulse
overlapping and describe the effect of isi on signal space. It is shown that
the isi effects can be reduced drastically by processing the received signal
with a simple fixed Ist equalizer. A statistical model of the isi phase process
is developed and used to evaluate synchronizer performance. Lastly, the
effects of decision feedback errors on synchronizer performance are discussed
and the results are summarized.

EM for overlapped raised cosine pulses

The transmitted signal is assumed to be of the form

s(t) = Re{[x(t) + jy(t)]ei(wt+u)} (1)

where x(t) and y(t) are the in -phase and quadrature baseband modulation
signals given by

x(t) _ akg(t - k7)

y(t) = k^ bk% t -kT - e2/

(2a)

(2b)

The pair (ak, bk) represents the coordinates of the k-th symbol in the symbol
space, f = 0 for unstaggered timing alignments of ak and bk, and f = I for
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staggered signaling. It is assumed here that f = 0 (the staggered case will

be explained later) and that the pulse, g(t), is of the form

2[ I Cos (2T t) j 0 t T
g(t) _

0 otherwise (3)

where T is the pulse time duration . Austin and Chang have shown that this
pulse shape results in a transmitted signal spectrum with a narrow main lobe

and fast roll -off [4].
If the detection is based on a matched filter receiver matched to the

T-second -long pulse, g (t), as in Figure 1, then the output of the matched filter
in either the in-phase or quadrature channel resulting from a pulse i symbols
removed from the desired one is

I
4l 1 (2T,) 2Tr(tT i7-) dtX;(r;T) _ - cos 1 cos

IT

= 1 3T ^2TrTi^
4 I (T - Ti) + 4r sin

T

+ (T 2 Ti) Cos (27 Ti 11 (4)

where T is the pulse duration and T is the pulse spacing; that is, T-' is the

symbol rate and IT < T. The maximum occurs for

XD(T;T) = 3g

therefore , the normalized matched filter output can be defined as

h;(T;T) 4
X,{T;T) = 2

l - IT +
3

sin tar
iT

--
Xo(T;T) 3 T 47r T

+ 2

I (I _ ITT
) Cos 2T IT

T)

(5)

(6)
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MATCHED
FILTER

MATCHED
FILTER

SAMPLE ONCE PER SYMBOL

* MATCHED TO r-SECOND-LONG PULSE

Figure I. 1-Q Receiver Structure

TABLE 1. NORMALIZED ISI DUE TO NEAREST NEIGHBOR

TIT h1(T;T)

1.0 0

0.5 1/6
0.33 0.47
0.25 0.66
0 1

The numerical examples given in this paper treat only the special case
where the pulse duration is equal to two symbol durations, T = 2T. In this
case, the magnitude of 151 from an adjacent pulse is one-sixth of the magnitude
of the detected value resulting from the desired symbol.

Effect of ISI on signal space

Once the values h,(T;T) are known, the in-phase and quadrature values at
the detection sampling points U; and V; can be computed as

x.

U1 = al+k hk(T;T) (7a)
k = -K-

K_

Table I shows some values of the relative 15I attributable to the nearest V; = I b1 hk(T;T) (7b)

neighbors at the sampling instant as a function ofT/T. k=-K
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where the pair (a;, b) is the set of coordinates of the i-th signal, and K_ and
K+ are the number of symbols preceding and following symbol i, respectively,

that influence the value of the i-th detection sample.
For the special case of 2-symbol raised cosine pulses, the general formulas

reduce to

as=, a;+ 1
6 +a'+ 6

V_b;I+b+bib+i
6

(8b)

In the present case, (a;, bJ is one of the possible 8-phase signal points, as

shown in Figure 2.

CARRIER SYNCHRONIZER FOR OVERLAPPED AMPLITUDE MODULATION 31

from these evaluations that the isi results in a large spread in the signal
space. With regard to detection, either an extended-state Viterbi decoder [5]
or a simple transversal equalizer can be employed to counteract 151 effects.
Without some form of 151 reduction, the synchronizer cannot perform well
on the expanded signal set, since self-noise would result in a greatly increased
phase error variance. The situation for the synchronizer can be improved in
two ways: by decreasing the synchronizer bandwidth and/or reducing Ts1 by
equalization.

0.8

0.6

2
0 0

0.4

30 00

0.2

a

40

0
5

0
6

07

Figure 2. 8-Phase Signal Set

To demonstrate the signal space expansion, the i-th signal can be fixed at,
say, octal symbol 0 (see Figure 2). In this case, a; = 0.924 and b, = 0.383.
The expansion of the signal space is then attributable to the effects of the
two adjacent symbols (a;_„ b,_,) and (a;+„ b;+,). The resulting signal points
at the sampling instant (U,, V) are illustrated in Figure 3. It can be seen

02 04 O6 0.8 1.0
U

12

Figure 3. Signal Spread for Signal 0 Without Equalization

Decreasing the synchronizer bandwidth can help to reduce the pattern-
induced phase error in uncoded systems because decision errors are rare.
The only penalty resulting from the narrower synchronizer bandwidth is an
increased acquisition time. In coded systems, however, 1st equalization may
be necessary to achieve a symbol error probability sufficiently small so that
errors in the decision feedback produce only a small performance loss. A
more detailed discussion of this effect follows in a later section.

Reducing ISI effect on synchronizer by equalization

For a linear channel, the IsT effect can be predicted from the results given
above. Instead of making symbol decisions and phase error measurements
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for the synchronizer on the basis of the samples (U,, V,) given by equation
(7), the synchronizer can be based on the pair (X;, Y,) given by

K,

X, _ E ge U,+e
f= -K

K,

Y, _ E geVr +e
e= -K

(9a)

(9b)

The values {g,} correspond to the tap gains of a transversal equalizer.
Appendix A shows how these gains can be computed to satisfy a minimum

mean-squared-error criterion. For the special case of interest here, the

following assignment results in a drastic reduction of the isi. Let

a,-2 17 a,+2
X,=-U,-,+6U,-U,6 +3a,- 6 (10a)

,2
_ - 6 +

17
3 b, -

h
6;+2 (lOb)Y; = V;_, + 6V; V;+,

b

where the two expressions on the right were obtained by using equation (7).

Normalizing (X;, Y,) by 3/17 yields

X" = 3 (- U,-, + 6u, - U;+i) =
_ 2 + a a,±2 (1la)

17 34 34

17 V;_, + 6V; V,+I) _ h34 2 + b, b,3+4z (Llb)

Appendix A shows that the above weight assignment, derived intuitively, is
close to optimum (up to two significant digits). It can be seen that the pair
(X„ Y,) shows no IsI effect from the two symbols directly adjacent to symbol
i; however, there is now some Is1 resulting from symbols at two symbol
intervals to the right and left, but with greatly reduced magnitude. The spread
of (X,, Y,) in the signal space, assuming that the i-th signal was octal symbol
0, is shown in Figure 4. The signal spread is greatly reduced, as compared

to the unequalized case illustrated in Figure 3. Thus, it is now possible to

implement a decision-directed carrier synchronizer that operates on the sample

pairs (X,, Y,) instead of the pairs (U,, V,). Figure 5 is a block diagram of the

synchronizer.
For staggered signaling, the same synchronizer structure can be employed;

however, the sampling instants for the in-phase and quadrature channels are

Figure 4. Signal Spread for Signal 0 With Equalization
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Figure 5. Carrier Synchronizer Implementation With Equalizer for
Unstaggered Signaling

staggered or offset by T/2. This means that U; and V, have been obtained at
two points in time separated by T/2 seconds (where T is a symbol duration).
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However, the properties of the pairs (U,, V) and (X,, Y) are still as described

above. Figure 6 depicts the synchronizer implementation with the necessary

delays.

SAMPLE AT
t=kT

Ui+1

e-PHASE
DECISION

7

Figure 6. Carrier Synchronizer With Equalizer for Staggered Signaling

Statistical modeling of ISI phase process

The isi phase process must be modeled statistically to evaluate the carrier
synchronizer performance. Let the sequence of isi-induced phase errors be

In the unequalized synchronizer, 4(i) is computed as

(W) = fm[(U, + JV,0; - Jar)] = 0, - ^'U, (12)

where (X;, f) is the output of the 8-phase decision block during the i-th
symbol interval (see Figure 6). Assuming perfect signal estimation, i.e.,

Xi = a,;

and using equation (12) results in

(^(i) = 6 [ajb,-I + br+I) - br(a;-I + a,+I)] (14)

Assuming that the individual 8-phase PsK symbols (a,, b,) in the data
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stream {(a,,, b,)} are independent and equally probable, it can be shown (see
Appendix B) that

1
36 rad2 for k = 0

4(i + k)] _ -1
72 rad' fork = ± 1

0 otherwise

The z-transform of the phase isi covariance function is therefore

(D0(z) = 7 1 2 (- Z + 2 - Z- I)

35

(15)

(16)

The power density spectrum Pe(w) of the phase isi is

Pe((o) 4 tm(e"') =
1 - cos w

36
(17)

Of interest is the null of the spectrum at w = 0. Because the power density
spectrum of the Isl phase process is not flat, it follows that the IsI effect on
the synchronizer is not proportional to the first power of the synchronizer
bandwidth , as is the case for AWGN.

In the presence of the equalizer , the phase isi statistics are computed as
follows. The phase isl is given by

4(i) = im[(X, + JY)(X; - j2)] = Y,i, - f,X, (18)

where (X,, Y) is the output of the equalizer, given by equation (10). Again,
assuming perfect feedback decisions

yields

(19)

(Vi) = 34 [b;(a,-z + a,«2) - a,,,(b,-z + b,+z)] (20)

which is similar to the form obtained for the unequalized case of equation
(14).
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The correlation function can be computed as outlined in Appendix B for

the unequalized case. The result is

(34)2

E[4)(i) (W + k)] =

fork = 0

fork = ±2

0 otherwise

-1

2(34)2

(21)

The z-transform of the equalized phase isi covariance function is, therefore,

-z2 + 2 - Z-2

2(34)2 (22)

Measurements through computer simulation of the variance of the phase
isi process were in close agreement with the theoretically predicted values,

as shown in Table 2.

TABLE 2. COMPARISON OF PREDICTED AND

MEASURED PHASE ISI VARIANCE

4, (rad')

CASE THEORY MEASUREMENT

Unequalized 2.77 x 10- ' 2.83 x 10 2
Equalized 8.65 x 10 1 8.65 x 10-4

Performance of sampled carrier synchronizer

The tracking performance of the sampled carrier synchronizer shown in
Figure 5 (with or without equalization) can be obtained with sufficient
accuracy by a linear system analysis. The z-transform methods are used

because discrete processing is employed.
The tracking performance of the synchronizer is affected by the AWGN

channel and the Isi-induced phase error process. For most practical purposes,
these sources of tracking jitter can each be modeled as an independent random
process. They are both characterized by their covariance functions, 4 (kT)

and F (kT).
The covariance function of the phase error process, 4)(kT), can best be

obtained in the z-domain by [3]

q'm(z) = H(z) - H(z-I)[(D,(z) + t(I(z)] (23)
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where 4)(z) = Z['D(kt)] is the z-transform of the sequence {rh(kt)}, and H(z)
is the linearized loop transfer function. The function H(z) is described in
Appendix C for a first-order loop without equalization.

Performance of unequalized ' synchronizer

Using the results from Appendices B through D in equation (23) yields

4)',(z) =
14B T 4B T

z - (I - 4BLT)J Lz-I - (1 a 4BcT)l

( z+2 z 1)

72 +Q] (24)

where BE is the one-sided synchronizer noise bandwidth in Hertz, and 0-2 is
the noise variance of the noise component entering the equivalent phase-
locked loop, as given in equation (D-9) of Appendix D.

After some tedious but straightforward manipulations, equation (24) results
in

(z) =
(4BLT)2 1 1(1 - a)2

^m
72 1

- a' IlZ'
a a2 =1 j

T
all a2) ,

E (az)']- [ (1-
-

a)2
0

(4BtT)2o2

I - a2
az- ' ^ (az- 1), + 2 (az)''^

i=0 °0 111
(25)

where a = 1 - 4BLT.
The phase error tracking variance U2 can be obtained as the coefficient of

z0, as

(4BLT)2 I + 4BLTo2

36 2 - (4BLT) 2 - 4BLT

2(BLT)219 + (BLT)N0IE,

1 - 2BI,T (26)

where o2 = N012E, was substituted from equation (D-9), and E, is the
average channel symbol energy of the modulated data stream , as defined in
equation (D-3).
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Computer simulations with no AWCN were performed to check the validity
of equation (26) for jitter from self noise only. Table 3 shows the theoretical
and simulated results. Good agreement exists for sufficiently small BLT

values. The theory is applicable only when the phase errors are small, and

is therefore not valid for high B,,T values since phase slips occur under such

circumstances even in the noise-free case. The results clearly show the
nonlinear dependence of the isi-induced phase error variance on the syn-
chronizer bandwidth. A practical carrier synchronizer usually has an effective
averaging time of many symbol intervals to produce only small tracking

errors from additive noise. Thus, B,,T << 1 is normally required. For small

BLT values, the Isi-induced phase error variance is proportional to the square

of the synchronizer bandwidth.

TABLE 3. COMPARISON OF THEORY AND COMPUTER SIMULATION

RESULTS FOR NOISELESS UNEQUALIZED CARRIER SYNCHRONIZER

(BLT)_'

am

THEORY MEASUREMENT

8 4.63x 10 .3

16 9.92 x 10-4 1.01 x 10

32 2.31 x 10-4 2.36 x 10-4

64 5.6 x 10-1 5.72 x 10-1

96 2.4 x 10-1 2.51 x 10-1

* Cycle slips occurred.

Figure 7 shows the phase error tracking variance as a function of E,IN0,

with BLT as a parameter. It is obvious that the isi-induced phase error is
small for most practical purposes. However, the previous analysis neglected
the influence of decision errors on the performance. This is justified in
uncoded communications systems where a reasonably low symbol error
probability can be expected. In coded systems, however, the raw symbol
error probability is high and symbol errors in the decision feedback cannot
be ignored. A more detailed discussion of the loss associated with detection

errors is given in a later section.

Performance of equalized synchronizer

To avoid tedious mathematics, the performance of the equalized synchro-
nizer is computed approximately. In a real system, the equalizer is part of
the synchronizer loop, which results in a complicated loop transfer function.

For small BLT values, i.e., with the loop bandwidth much smaller than the
symbol rate, a system that has the equalizer in front of the synchronizer can
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10-2

N

10-4

--LINEAR THEORY WITHOUT ISI EFFECTS 1

LINEAR THEORY WITH ISI EFFECTS

10 13 16

Es/NO (dB)

19

Figure 7. Effect of ISI on Tracking Variance Without Equalizer

39

be expected to show approximately the same results as the actual case in
which the equalizer is located within the feedback loop. Figure 8 is a block
diagram of the real system and the approximation.

It has been shown that the z-transform of the auto covariance function of
the phase Isl process in the equalized case is

-z_2 + 2 - z2
^m(z) = 2(34)2 (27)

The noise variance is increased by a factor 18/17 in the presence of the

equalizer, and the autocovariance function of the phase error process is again
given by [6]

-z-2+2-z2 18 )
(N(z) =H(z)' H(z-1) 2(34)2 + 17 a2 (28
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MATCHED
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EQUALIZER
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A computer simulation without AWGN was conducted to check the theoretical
results for the self-noise effects. The outcome, given in Table 4, shows good
agreement between theory and measurements. In contrast to the unequalized

8 PHASE
DECISION

FEEDBACK

VCO
8-PHASE
DECISION

FEEDBACK

j

I

Figure 8. Real System and Approximation

where H(z) is given by equation (C-5) of Appendix C and a2 is given by

equation (D-9). Some lengthy but straightforward calculations yield

4BLT )2 I + a2 z-I Iaz I
^m(z) = 2

(34)' { a + a2 + a az - _° (az )

1 - a2 (4BLT)2 18 2

a2 ^
(az)

2 1
+ I - a2 17

az - I ^ (az+ ^ (az)i
=o

(29)

where a = I - 4BLT.
The phase error tracking variance becomes, in the equalized case (coefficient

of z°),

2 (4BLT)2 4BL,T • 1802/17
om = +

4(BLT)2 18 (BLT)NQIES

(17)2 + 17 (1 - 2BLT)
(30)

TABLE 4. COMPARISON OF THEORY AND SIMULATION FOR EQUALIZED

CARRIER SYNCHRONIZER

(BLf-' THEORY

8 2.16 x 10 °
16 5.4 x 10-'
32 1.35 x 10-'

64 3.38 x I0-6

10"2

10'4

SIMULATION

3.74 x 10

5.99 x 10-'
1.27x10-'
2.93 x 10-B

- - - LINEAR THEORY WITHOUT ISI EFFECTS

LINEAR THEORY WITH ISI AND EQUALIZER

10 13 6

Es/N° (dB)
19

Figure 9. Effect of IS! on Tracking Variance With Equalizer
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case, no cycle slips occurred for the higher BLT value of 1/8 because of the

reduction of pattern jitter by the Isl equalizer. Figure 9 shows the behavior
of the phase error tracking variance of the equalized synchronizer as a

function of E,IN„ with BLT as a parameter. It can be seen that the performance

deterioration caused by Isi is small for practical systems with small BLT

values.

Effect of decision errors

So far, the analysis has not taken into account the effect of decision errors
on tracking performance. Decision errors inject large noise spikes into the
synchronizer feedback loop. These spikes have little effect as long as they
occur infrequently and the synchronizer time constant is significantly larger
than the mean time between errors. These conditions are certainly satisfied
in a practical uncoded communications system. Coded communications
systems, however, operate at high symbol error probabilities and can therefore

experience considerable losses.
The error signal in a decision-directed PSK synchronizer is proportional to

[7]

cos (9 - 6) sin 4) + sin (6 - 6) cos d (31)

where d) is the carrier phase error and (0 - 6) is the phase error between
the actual symbol and its estimate. Decision feedback has two deleterious
effects on tracking performance. The first is a reduction of the average loop

gain, E [cos (0 - 6)]. If

P;=Pr 9 2Tr-6= 8 /

P, = I - PF = Pr {correct symbol decision} = Po . (32)

then

E[cos (0-6)]=Po+ (P,+P-I)+ 0.(P2 +P_2)

- I (P3 + P-3) - P4

2 - I
- Po + - PI - 1 - PF 1 - 0.3PF (33)

NF2

where, for 8-phase PSK , PF - 2P , and P _, = P. The loop gain can

be restored to its original value by use of a gain multiplication factor
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(1 - 0.3PF)-'. This gain compensation increases the equivalent noise in the
loop by a factor of (1 - 0.3PF) -

The second effect of decision feedback is the injection of noise caused by
decision errors. Assuming that the synchronizer is locked, 4 - 0 results in
an error signal of sin (0 - 6). Because the nearest neighbor errors are the
most likely to occur, the variance, v;, of the error signal injected into the
loop becomes approximately

This term combines with the additive noise term, o ,, in the detector output
over one symbol period, namely

2E, IN,

The total noise power, U2T, at the equivalent phase detector is therefore

OTON+ Uj -
1

+
P

F =
2E, IN,, 2 2E, IN, x

The total loss in loop carrier-to-noise ratio, CNRL, is then

Table 5 shows the resulting loss in decibels for a few cases of interest.

TABLE 5. Loss IN Loop CARRIER-TO-NOISE RATIO FOR EQUALIZED AND

UNEQUALIZED SYNCHRONIZERS

E, IN,

(dB) UNEQUALIZED EQUALIZED
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The relation between Pr and E,,IN0 is taken from Figure 10, which depicts

equalized and unequalized 8-phase PSK performance.

10

101

^ 1 o-2

10

103

4
10 12 14 16 18

EsIN0 (dB)

L
20

Figure 10. Uncoded 8-Phase PSK Performance

Conclusions

Investigation of a practical example (overlapped raised cosine) has revealed
that Isl can introduce large amounts of pattern jitter into the carrier
synchronizer. However, the effects of isi can be reduced drastically by
augmenting the synchronizer with an equalizer. The same approach can be
taken for arbitrary pulse shapes, as long as the channel is quasi-linear.
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Appendix A. Derivation of optimum equalizer tap gains

This derivation is performed for isi that extends over ±k adjacent symbols or
2k + I successive sample values. Then, the in-phase or the quadrature matched filter
output can be expressed as

U. k

UA U,

h , ... h, ,,.h5,0,,.. 01

0,h , . . . h... hk.0,.0

,0,h_k... h......h,

a, -7

a,

a,,,,

LiH A

(A-I)
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The above relationship follows easily from equation (7a), in which the short notation

h, was used for h,(T;T). The equalizer output, a;, is an estimate of a, based on U;

that is

a, = G T . U (A-2)

where G is a vector of equalizer tap gains

GI 19 _ k, .. . 9111.., 911 (A-3)

In this application , G is chosen to minimize the mean-squared error. The mean-

squared error , v,', is given by

o2=E {(a, - L )2}=E{a2}- 2E {GT- H- A- a},

+ E{GIHAATHIG) (A-4)

where the expectation is performed over the data . The minimum value is influenced

only by the last two terms because only these terms depend on the equalizer tap

weights G. Assuming that the data symbols satisfy

o2 k=
E {a,ak} _

{ 0 k i (A-5)

then

EAA'= a,2 ' '4kI1

EAa, = L4..., 0, 0,, 0,..., 01=0;

2k 2k

where I. is an n x n identity matrix. The following function of G must be minimized:

f(G) = GTHHTG - 2GTH - 1, . (A-6)

The minimum can be found by taking the derivative with respect to the vector G and

equating the result to zero, as

-E(G)=2HHTG -2H1,=0 . (A-7)
dG

Equation (A-7) can easily be solved for the equalizer tap weights which minimize

the error variance as
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This expression cannot be simplified any further in the general case because H is
generally not a square matrix. For example, for the raised cosine pulse with 50-
percent overlap to each side, the resulting H matrix is

H=

1

6

0

L0 0

6

0 0

and

0

38 12 1

H H 36 12 38 12

12 38

The optimum tap weights can be computed from equation (A-8) as

0.171
G(opt) = 1.055

0.171

These values agree well with those obtained by intuitive reasoning.

Appendix B. Derivation of phase ISI statistics

The correlation function of the unequalized phase isi process is derived first. From
equation (14), the i-th phase Psi sample is

1
(l(i)=6fai(b, +b,.,)- bda-1 +a; +1)7 (B-1)

C(opt) - (H . FP) -i . y1 (A-8) I The individual symbols (a ,, b) are assumed to be independent and equally probable.
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Table B-I lists the coordinates of all the possible symbols. For reasons of symmetry,

the mean of (W) must be zero:

E{4(i)} = 0; for all i . (B-2)

TABLE B-1. LIST OF SYMBOL. COORDINATES*

SYMBOL

No. X-COORDINATE y-COORDINATE

0 A B
1 B A
2 -B A

3 -A B

4 -A -B
5 -B -A

6 B -A
7 A -B

* A = cos (22.5°).
B = sin (22.5°).

The variance is first evaluated conditioned on (a,, b,). From equation (B-1)

l

+ BI (a,-, + a,+,)' - 2AB(b,-, + b,_,)

. (a,-, + a,.,)7} (B-3)

Based on the independence of the signals (a,-„ b,-,) and (a,+i, b,,), the above can

be reduced to

E{I,^(r)ja, = A, b, = B]} = 38E{A2(b;_, + Bea? ,)}

= 36 (A'
+ Bc)1 = 36 rad2 . (B-4)

The unconditional expectation is equal to the conditional expectation because

of the symmetry in the signal space. The same method can be used to compute

(4(i) 4(i+1)}, as

E f¢(I) 4(i + l)} = 72 radr (B-5)
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In summary, the covariance function of the phase Est process is

1
fork = 0

E f(D(i) (^(i + k)} = 1 72
fork = - 1

0 otherwise . (B-7)

Appendix C. Linearized synchronizer transfer function

Figure C-1 shows the equivalent block diagram of a first-order loop under the
assumption of perfect decision feedback; that is, it is assumed that the output of the

8-phase decision block shown in Figure 6 is perfect. Using the notation of Figure
C-1 yields

y(k + 1) = y(k) + K„(x(k) - y(k)}

=(1 - K,)y(k) + K,.x(k)

PHASE
{ x(k) - y(k) }

vcO

(C-1)

GAIN K

Also,

E (4(I) 4(i + k)} = 0 for 1k! > I . (B-6) Figure C- 1. Equivalent Synchronizer Block Diagram
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Taking z-transforms on both sides yields

K.
Y(z) = z - (I - K,)x(z)

(C-2)

Processing the signal, as shown in Figure 1, yields the in-phase and quadrature
samples

X=(Ax+n,)cos4,-(Ay+n2)sind,

Y=(Ay + n,)cos4, + (Ax + n,)sin 4, (D-4)

where Ax and Ay are the signal samples at the output of the matched filters, and n,
and n, are the corresponding noise samples.

In arriving at equation (D-4), the noise was assumed to be of the form

The linearized first-order loop transfer function in the Z-domain is therefore

H(z) =
K, (C-3)

For small values of K„ the coefficient K, can be related to the one-sided bandwidth

of an equivalent continuous time phase-locked loop by

K„=48LT=4
B

R`R ,
(C-4)

n(t) = n, D) cos wt + n,(t) sin (wt) . (D-5)

Note that n ,(t), n,(t), and n(t) have the same power, P,, given by

P„ = N,, f I G(f)I 'df = N, f g2(t) dt = N, (D-6)

where Rs is the symbol rate in symbols per second. Therefore,

H(z) =
4BLT (C-5)

z - (1 - 4BLT)

where G(f) = F{g(t)} and g(t) is the pulse shape defined in equation (3).
The amplitude of the average signal component in the complex sample X + jY

(averaging over is[) is A - (3T/4).
The loop error signal is obtained as in equation ( 12). Under the assumption of

correct feedback decisions , the loop error signal can be shown to be

A3T[sin +nf - n19 n, 3.i + ny

- 4 3TA/4 .0. + 3TA14
sin d, (D-7)

Appendix D. Equivalent loop error signal

The channel signal waveform is given by

S(t) Ax(t) cos (wt) + Ay(t) sin (wt) + n(t) (D- 1)

where x(t) and y(t) are defined in equation (2) and n(t) is the AwGN. The average

power of the signal in equation (D-1) is

3
P,=BA'

and hence the average channel symbol energy is

E, = AT

(D-2)

(D-3)

where z and 9 are the unit radius feedback decisions. Therefore, the noise entering
the equivalent phase-locked loop is

4
n` 3AT [(n^f - ny) cos d, + (n,3 + nz9) sin 4] . (D-8)

Using equations (D-3), (D-6), and (D-8), and the fact that 1R + j9j = 1, it is easy
to show that

E fn j = 0 E {n,2} - P, _ N, M1 (D g)
(3AT/4)2 T, A"2

noise samples n, and nz taken at the output of the in-phase and quadrature
arm filters are correlated because of the pulse overlap. However, the noise samples
are independent of the 8-phase PSK data symbols, and the data sequence consists of
independent symbols. These facts result in a decorrelation of successive noise samples,



52 COMSAT TECHNICAL REVIEW VOLUME 14 NUMBER 1, SPRING 1984

nL, entering the equivalent phase-locked loop. The correlation function of the sequence

of noise samples, nL, is therefore given by

e 0
E {nc(k) - nc(k + i)) _ 1 0 otherwise

of t
herwise

(D-10)

and can be modeled as white noise. The equivalent phase-locked loop is shown in

Figure D-l.

{"L^

Index: amplifiers, distortion, transmitters

Wideband klystron high-power
amplifiers for FDM/FM/FDMA
applications

Figure D-l. Equivalent Phase-Locked Loop Model for Additive White

Gaussian Noise Influence

D. CHAKRABORTY, J. EHRMANN, AND E. W. MCCUNE
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The characteristics of a 3 -kW, 80-MHz-bandwidth, C-band, klystron high-power
amplifier (HPA) were investigated to determine its applicability to FDM/FM/FDMA
transmission in the INTELSAT V system. Computations based on experimental data
show that the klystron HPA operated at close to 8-dB input backoff meets the 23-
dBW/4-kHz out-of-band intermodulation noise emission criteria. Baseband noise
resulting from the klystron linear and parabolic delay distortion was insignificant.
Crosstalk coupling measurements between two large FDM/FM carriers demonstrated
that the klystron HPA could be operated between 5.5- and 8 -dB input backoff to meet
the 58-dB CCITT specification . At about 8-0B input backoff . I kW of output power
usable for FDMA operation is more than adequate for two 972 -channel FDMIFM carriers
accessing an INTELSAT v hems- or zonal-beam transponder via a Standard A earth
station antenna.

Introduction

A 3-kW, 80-MHz-bandwidth, C-band, klystron HPA [1] has been recently
developed for 120-Mbids QPSK transmission in the TNTELSAT V system. Major
operational parameters for a 3-kW coupled cavity (ec) TWT-HPA and a 3-kW
five-cavity klystron HPA are given in Table 1.

53
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TABLE 1. COMPARISON OF KLYSTRON AND TWT POWER AMPLIFIERS

PARAMETER

3-KW

KLYSTRON

3-K W
CC-TWTA

AC Consumption (kVA) 12 25

Bandwidth (MHz) -80 500

Saturation Gain (dB) 30-33 30-36

Floor Space (HPA assembly) 24 x 34 in. 72 x 30 in.

Relative Price (HPA) Ix 4x

Tube Replacement Cost

Tube Life

ly
Similar

3y

Similar

Several operational and economic advantages can be gained by using an
80-MHz bandwidth klystron HPA in conjunction with an INTELSAT v single
transponder. Earth stations equipped with high-power multiplexing equipment
(80-MHz channelized transmission) [2] can utilize the economic benefits

offered by these klystrons.
In the INTELSAT v frequency plan, two large multidestination FDM carriers

have been assigned to a common 72-MHZ bandwidth transponder for a

number of selected earth stations. Examples of this frequency plan are shown

in Table 2. In view of this plan, it is logical to explore the feasibility of

TABLE 2. INTELSAT V OPERATIONAL FDM/FM PLAN

(Two CARRIERS PER TRANSPONDER)

BANDWIDTH

TRANSMITTING SLOT CAPACITY TRANSPONDER

MAXIMUM

e.i.r.p.

*
COUNTRY (MHZ) (CHANNELS) No. (dBW) BEAMS

Atlantic Ocean Major Path 2 , Mid 1987

USA 36 792 53 83.8 WZ/EZ

USA 36 792 53 83.8 WZ/EZ

Indian Ocean Major Path , End 1987

UK 20 432 21 82.9 WH/EH

UK 36 792 21 83.8 WH/EH

Pacific Ocean Primary, End 1987

USA 36 972 11 85.1 EH/WH

USA 36 972 11 85.1 EH/WH

USA 36 972 42 85.1 EZ/WZ

USA 36 972 42 85.1 EZ/WZ

* WZ-west zone

EZ-ast zone
WH-west hemi

EH--east hemi
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using the newly developed 80-MHz bandwidth, 3-kW klystron HPAS for such
applications.

This paper examines, by analysis and experiment, the major transmission
impairments encountered when two large FDM carriers are amplified by a
klystron HPA. The following tasks will be performed:

a. Match the existing computer program (CIA-4) with measured two-
carrier C/I performance [I].

b. Evaluate the intermodulation spectra by computer simulation with
modulated carriers using specific frequency plans (Table 2); calculate
the out-of-band noise (OBN) per 4 kHz from the modulated intermodu-
lation spectra; and calculate the thermal OBN per 4 kHz from the internally
generated tube noise.

C. Compute group delay distortion noise in the baseband of different
size carriers from the measured group delay characteristics of the klystron
by using the quasistationary approximation.

d. Measure the intelligible crosstalk coupling between two FDM
carriers as a function of the input backoff of the klystron HPA; and verify
these measurements with computed data by using the AM/PM transfer
coefficient and the measured gain slope parameter obtained from a recent
experimental program at Andover Earth Station.

e. Discuss the application of klystron HPAS for multicarrier FDM
operation in the INTELSAT V system.

Technical Considerations

OBN emission calculations

The INTELSAT specifications state that the (earth station) radiation of
intermodulation products resulting from multicarrier FDM/FM operation shall
not exceed 23 dBW/4 kHz within the frequency range of 5,925-6,425 MHz
in the hemispheric and zonal beam coverage. Furthermore, radiation outside
the satellite bandwidth resulting from spurious tones, bands of noise, or other
undesirable signals, but excluding the multicarrier intermodulation products,
shall not exceed 4 dBW in any 4-kHz band within the 5,925- to 6,425-MHz
frequency range.

OBN due to intermodalation

With two equal carriers set at ±5 MHz from the center of the band, third-
and fifth-order C/I ratios were measured as a function of the single-carrier
input backoff of the klystron HPA under examination [1]. The measured data



56 COMSAT TECHNICAL REVIEW VOLUME 14 NUMBER 1, SPRING 1984

are plotted in Figure 1. Figure 2 shows the klystron power and phase transfer
characteristics at the center of the band derived from Reference 1. These
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Figure I. Two-Carrier C/I Performance

characteristics have been used to compute two-carrier third- and fifth-order
C/I characteristics [3] by using the computer program CIA-4 [4]. In Figure
3, these results are plotted as a function of single-carrier input backoff. The

measured two-carrier third- and fifth-order C/I curves derived from Reference

1 are also plotted for comparison.
A significant difference between the computed and measured data at high

input backoff, as shown in Figure 3, indicates that the measured transfer

curves do not accurately predict the measured C/I without further curve
shaping of either power or phase. As the measurement of power is more
reliable than that of phase, the computed C/I is matched with the measured
values to find the improved value of the phase transfer function.

Figure 4 shows the improved phase transfer function* found by trial and
error. The corresponding two-carrier third- and fifth-order C/I results are
depicted in Figure 5. The improvement is primarily attributable to lower
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8 16 14 12 10 8 6

INPUT POWER RACKOFF (UB)

Figure 2. Klystron Single-Carrier Power and Phase Transfer
Characteristics at Band Center

AM/PM distortion because a smoother phase gradient is used at high input
backoff (see the computed curve in Figure 4).

Next, the power and modified phase transfer data are used to compute the
intermodulation products of two FDM/FM carriers for three typical cases from
Table 2. Table 3 gives the input data for the computation of intermodulation
spectra for these cases. The resultant intermodulation spectra for 2- to
14-dB input backoff (single carrier) at 2-dB intervals are shown in Figures
6 through 8. A typical amplifying passband mask of the klystron (l-dB

* The anomalous behavior of the phase transfer curve was further investigated at
Varian Associates Laboratories and was attributed to thermal detuning. At about
3-kW output power, the heating effect could change the cavity temperature by 50°C,
resulting in a detuning of 2 MHz. This represents a phase shift of about 5°, in addition
to the phase change attributable to drive power. Because the measurement was
performed by a fast swept technique, the impact of temperature change was eliminated.
However, subsequent investigations uncovered a thermal detuning problem caused

by the loss elements in cavities 2 and 3. Heating of these elements changed their
properties sufficiently to affect cavity tuning. The klystron has since been reworked,
and the heat dissipation capability of these loss elements has been greatly increased.
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Figure 3. Two-Carrier Cl/ Performance (Measured)

bandwidth = 80 MHz; 3-dB bandwidth = 100 MHz) is superimposed in
these figures to identify the position of the out-of-band emission spectra.
However, the klystron passband attenuations are not included in the inter-
modulation spectrum levels. In practice, the intermodulation spectra that fail
outside the amplifier passband will be further attenuated by the passband

characteristics of the klystron.
In Figures 6 through 8, the intermodulation power is expressed in decibels

per megahertz below the single-carrier saturated output power of the klystron
HPA, which is 3-kW or 34.8 dBW. By using a net antenna gain of 61 dB at
the HPA flange (63-dB gain - 2-dB feeder loss), the e.i.r.p. per 4 kHz

w

0
a

O
U

WIDEBAND KLY5TRON HPA FOR FDM/FM/FDMA

I

0 0

(baP) 1 IHS 3SVHd

M

U,



60 COMSAT TECHNICAL REVIEW VOLUME 14 NUMBER 1, SPRING 1984 5 WIDEBAND KLYSTRON HPA FOR FDM/FM/FDMA 61

10 5
SINGLE-CARRIER INPUT RACKOFF (dB)

Figure 5. Two-Carrier C/I Performance (Computed)

resulting from intermodulation was calculated for different input backoff
values of the klystron for the three frequency plans under consideration.
Figure 9 shows the calculated e.i.r.p. (OBN)/4 kHz vs the HPA input backoff
characteristics. It can be seen that, to meet the INTELSAT OBN specification,
the klystron should be operated close to 7.5- to 8.5-dB input backoff for
FDMA operation. The corresponding maximum output backoff is close to
5 dB (see Figure 2). The resulting available multicarrier output power is
approximately I kW; that is, the available multicarrier e. i. r.p. is approximately
91 dBW for a typical Standard A earth station.

TABLE 3. INTERMODULATION CALCULATION FDM/FM PLANS

EGION

CARRIER

LOCATION

FROM

BAND CENTER

(MHz)

CARRIER

SIZE

(CHANNELS)

rms

DEVIATION

(kHz)

MINIMUM

BASEBAND

(kHz)

MAXIMUM

BASEBAND

(kHz)

CCUPANCY

PERCENTAGE

Indian Ocean -28 432 2,276 12 1,796 80

+18 792 4,085 12 3,284 80

Pacific Ocean -18 972 4,417 12 4,028 80
+18 972 4,417 12 4,028 80

Atlantic Ocean -18 792 4,085 12 3,284 80
+ 18 792 4,085 12 3,284 80

Thermal noise emission

In a matched transmission system at room temperature (290 K), the input
noise power of the system is

N;=KTB= -125dBWover 80MHz (1)

where K = Boltzmann's constant =
T = temperature = 290 K
B = amplifier bandwidth =

1.38 x 10-23 J/K

80 MHz.

In a microwave amplifier, this thermal noise is amplified by the tube, and
additional noise is introduced as a result of electron motion in the electron
beam. This beam noise is expressed as the tube noise figure in decibels,
which adds directly to the thermal noise. Thus, the total output noise power,
N,,, of the klystron HPA over the amplifying passband can be defined from
the noise figure, F, as follows:

(S1IN1) Si N,,

F (So /N0) S,, N;
(2)

.,.No=-125+ G1,+F=- 54.8dBW (3)

where Gs = small signal gain of the klystron = (SdS,)

= 35.2 dB at 8-dB input backoff
F = noise figure = 35 dB (typically).
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FREQUENCY (MHz)

Figure 6. Indian Ocean Plan Intermodulation Spectra of Two FDMIFM

Carriers Amplified by a Common Klystron

Assuming a flat noise spectrum over the amplification passband of 80 MHz,

the OBN emission per 4 kHz becomes

80 X 106
-54.8 - 10 log

4 x 10
1 = -97.8 dBW

For a net antenna gain of 61 dB referenced at the output flange of the HPA,
the e.i.r.p. resulting from thermal noise emission per 4 kHz becomes
-36.8 dBW, which is about 41 dB below the specification value (4 dBW

per 4 kHz).
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FREQUENCY (MHz)

Figure 7. Pacific Ocean Plan Intermodulation Spectra

Group delay distortion,

The staggered tuning effect of multiple cavities in a klystron introduces a
parabolic group delay response. This response introduces differential group
velocities to the sidebands of the FM carrier when compared with the phase
velocity of the unmodulated carrier. These velocities introduce distortion in
the FM carrier baseband which can be calculated by the quasi-stationary
approximation, as follows [5], [61. The output FM signal, Awg0(t), is obtained
when the input FM signal, Awg(t), is applied to a network whose phase-
frequency characteristic is not linear, where
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FREQUENCY (MHz)

Figure 8. Atlantic Ocean Plan Intermodulation Spectra

go(t) = g(t) +
d
dtg(t)

TI +

Awg(t) (Awg(t)\3

^ Tz B/2 + 'r3 B/2 I (4)

T1, Tz, and T3 are the group delay coefficients (fixed, linear, parabolic, etc.);

and B is the bandwidth (network).
An examination of equation (4) reveals that the output signal contains the

input term, plus a number of higher-order terms multiplied by the quadrature
(first derivative) component of the input signal (baseband). When the baseband
signal is composed of many multiplexed voice frequencies, the additional

40

0
15

WIDEBAND KLYSTRON HPA FOR FDM/FM/FDMA
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Figure 9. Out-of-Band Noise Emission Due to Intermodulation

terms of equation (4) will give rise to an infinitely large number of harmonic
terms and baseband intermodulation product terms. These harmonics and the
intermodulation product powers extend over a large bandwidth following
certain distribution patterns [6], and appear like noise in the baseband.

The top channel noise-power ratio (NPR) caused by group delay distortion
can be calculated as follows: for noise resulting from linear group delay
distortion

o ATLANTIC OCEAN PLAN

o PACIFIC OCEAN PLAN
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NPR = 20 log
1

1 0'
{

TIl mTL rm
(5)

and for noise resulting from parabolic group delay distortion

NPR = 20 log
{ 860 , 1 (6)
JmT rfn

where f^, = top baseband frequency (MHz)

f = multichannel rms deviation (MHz)

T2 = linear group delay distortion (ns/MHz)

, = parabolic group delay distortion (ns/MHz'-).

The relationship between NPR and the weighted signal-to-noise ratio, S/N, is

S top baseband - bottom baseband
N = NPR + 10 log 3.1 (kHz)

-L+P+W (7)

where L = multichannel load factor
_ -15 + 10 log N; N ? 240 channels

P = pre-emphasis improvement = 4 dB
W = psophometric weighting = 2.5 dB.

The group delay characteristics of the klystron HPA were measured at three
different output powers, as shown in Figure 10. In practice, the group delay
characteristics are virtually independent of power output. For multicarrier
operation, the characteristic at 1-kW output power is chosen for further
analysis. From Figure 10, the extracted linear component over - 36 MHz
(transponder bandwidth) is 1.2 ns/72 MHz, or T, - 0.017 ns/MHz. After
extraction of the linear component, the residual component is matched to a
parabola by curve fitting over -36 MHz, as illustrated in Figure 11. The
parabolic coefficient is, therefore, 5.8 ns/(36 mHz)', or , - 0.004 ns/
(MHz)2.

The distortion coefficients T, and T, discussed above and equations (5)
through (7) with the transmission parameters shown in Table 3 were used
to calculate the linear and parabolic delay distortion noise falling on the
top channel of the FM carriers under examination. The results are shown in
Table 4. The group delay noise is insignificant.

WIDEBAND KLYSTRON HPA FOR FDM/FM/FDMA 67

AV13a



68 COMSAT TECHNICAL REVIEW VOLUME 14 NUMBER 1, SPRING 1984 WIDEBAND KLYSTRON HPA FOR FDM/FM/FDMA 69

TABLE 4. Top CHANNEL NOISE DUE TO KLYSTRON GROUP DELAY

DISTORTION

NOISE IN THE Top CHANNEL, PWOP

LINEAR PARABOLIC

CARRIER SIZE DELAY DELAY

(CHANNELS) DISTORTION DISTORTION TOTAL

972 5 8 13
792 3 3 6
432 <I <1 <1

Intelligible crosstalk coupling

When two or more frequency-modulated carriers are amplified through a
common nonlinear device with AM/PM characteristics, intelligible crosstalk
from one signal to another results. Envelope fluctuations are imposed on FM
signals by the gain slopes of transmission networks, such as channel filters,
prior to the nonlinearity. These unwanted envelope fluctuations are translated
into phase modulation by the AM/PM transfer effect of the nonlinear amplifier,
which gives rise to intelligible crosstalk between FM carriers. The crosstalk
is intelligible over the entire baseband, and the effect is more prominent on
the top channel. Also, crosstalk impairment is most severe in the two-carrier
case.

The classic paper on intelligible crosstalk coupling was published by
Chapman and Millard [7], who derived an approximate formula for the
crosstalk ratio, XTR, as follows:

XTR (dB) = 20 log 2K,Aigw (8)

where K, = amplifier constant related to phase shift vs input power

A2 = power of the crosstalking carrier referenced to single-carrier

saturation
g = linear gain slope
w = baseband angular frequency on which crosstalk occurs.

Crosstalk impairments have been analyzed further in References 8 through
10. Reference 9 gives a general analysis of crosstalk impairment, including
the effect of group delay fluctuation. This work has been extended to systems
with cascaded nonlinearities [10]. Intelligible crosstalk couplings between
large FDM/FM carriers have been measured [11] in a 14-GHz klystron HPA.
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In the C-band klystron HPA under examination, intelligible crosstalk
couplings between two large FDM/FM carriers were measured by using the
frequency plan shown in Table 2. Figure 12 is a block diagram of the
intelligible crosstalk measurement setup. The crosstalked carrier is normally
unmodulated. However, to establish a reference level, the 0-dBmO tone on
the top bandstop slot is inserted into this carrier, and its level at the
demodulator output is measured via the selective level meter (a precision
narrowband receiver). The tone is then moved to the crosstalking carrier top
slot, which is also white-noise modulated. This tone level is now measured
at the output of the selective level meter tuned to the top slot frequency in
the crosstalked carrier baseband. The difference between this level and the
reference level is the intelligible crosstalk ratio in decibels.

Crosstalk coupling was measured as a function of klystron input backoff
for the following six cases:

a. A 972-channel carrier located on the left half of the 72-MHz
bandwidth block.

b. The 972-channel carrier shifted to the right.
c. A 792-channel carrier located on the left half of the 72-MHz

bandwidth block.
d. The 792-channel carrier shifted to the right.
e. A 792-channel carrier located on the left half of the 72-MHz

bandwidth block crosstalking on a 432-channel carrier located on the

center of the right half of the bandwidth block.

f. A 792-channel carrier located on the right half of the 72-MHz
bandwidth block crosstalking on a 432-channel carrier located on the
center of the left half.

The 432-channel carrier in cases (e) and (f) is located at ± 18 MHz from
the center of the 72-MHz bandwidth block chosen in the passband of the
klystron HPA. This was done to maintain symmetry with cases (a) through
(d). In cases (e) and (f), crosstalk was measured on the top slot of the 432-
channel carrier only because, for two unequal carriers, the impairment is
more severe on the weaker carrier. The measured results are shown in Figures
13 through 15.

Discussion on crosstalk measurements

Equation (8) shows that, for given transmission parameters and gain slope
in the passband of the crosstalking carrier (prior to the nonlinearity), the
crosstalk coupling increases with the power level of the crosstalking carrier.
This in turn determines the operating point of the nonlinear device and,
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Figure 13. Intelligible Crosstalk Coupling Between Two 972-Channel FM
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Figure 15. Intelligible Crosstalk Between 792- and 432-Channel Carriers
via a Common Klystron HPA

hence, the AM/PM transfer effect. In Reference 10, the effect of group delay
variation preceding the nonlinearity is also considered. Cases (a) and (b) are

chosen for further study.

Figures 16 and 17 illustrate the measured amplitude and group delay
responses over 36-MHz bandwidth FM carrier slots. The AM/PM transfer
coefficient of the klystron HPA derived from Figure 4 is shown in Figure 18.
The amplitude slope of the FM carrier passband located at F0 - 18 MHz
(see Figure 16) is worse than the amplitude slope of the FM carrier passband
located at F„ + 18 MHz (see Figure 17). Therefore, from equation (8), it is
logical to expect that the 972-channel FM carrier at F0 - 18 MHz will
produce a poorer crosstalk ratio when crosstalking on the 972-channel FM
carrier at F0 + 18 MHz [refer to case (a)]. On the other hand, the crosstalk
ratio should improve when the 972-channel FM carrier at F0 + 18 MHz is
crosstalking on the 972-channel FM carrier at F0 - 18 MHz [refer to
case (h)].

20 10 0 -10

FREQUENCY(MHz)

20

Figure 16. Channel Input Data: Fo - 18 MHz

Figure 13 shows that the argument discussed above holds within the range
of 5- to 15-dB input backoff. However, the two curves cross over at 5-dB
input backoff and maintain their steep gradients up to 0-dB input backoff.
Similar trends are observed in cases (c) and (c), as illustrated in Figure 14,
where the crossover of the two curves at about 6-dB input backoff. In cases
(e) and (f), the crossover occurs at 9-dB input backoff, as shown in Figure
15. Below 9-dB backoff, the system is beyond the acceptable range. This
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Figure 17. Channel Input Data: F„ + 18 MHz
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crossover phenomenon, and the steep rise of the crosstalk curves in the 6-
to 0-dB input backoff range, are not amenable to the theoretical discussion
presented above. Similar crosstalk slopes have been observed by Cotner and
Barnes [11]. It was therefore considered prudent to verify a set of measure-
ments by computer simulation [9], [10].

The results computed for cases (a and (b) are shown in Figures 19 and
20, respectively. In Figure 19, an excellent match was achieved between the
measured and computed curves within the range of 15- to 6-dB input backoff;
while in Figure 20, a reasonable match was achieved within the same range.

V
a

TOTAL INPUT BACKOFF (dB)

INPUT BACKOFF (dB)

Figure 18. HPA (Klystron) AM/PM Coefficient for Two Equal-Amplitude
Carriers

Figure 19. Intelligible Crosstalk Ratio in a Common HPA: Case a

A significant divergence exists between the measured and computed results
in the 0- to 6-dB input backoff range in both cases. Since crosstalk impairment
depends on the gain slope, the klystron intrinsic gain-frequency response
was measured at different input backoff points, as shown in Figure 21. From
0- to 6-dB input backoff, the gain slope is significantly large, particularly on
the channel centered at + 18 MHz from the band center. Below 6-dB input
backoff, klystron intrinsic gain slope is small. The klystron gain slopes were
not accounted for in computer simulation, which could explain the divergence
observed.
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TOTAL INPUT BACKOFF (dB)

Figure 20. Intelligible Crosstalk Ratio in a Common HPA: Case b

System application considerations

In view of the intermodulation product e.i.r.p. (oBN/4 kHz), the klystron
HPA can be operated within the 7.5- to 8.5-dB input backoff range (see
Figure 9), which corresponds to about 1-kW or 91 dBW of multicarrier
e.i.r.p. from a Standard A earth station. Similarly, in terms of the crosstalk
coupling, the klystron HPA can be operated within the range of 5.5- to 8-dB
input backoff (see Figures 13 through 15) to meet the 58-dB CCITT
specification. Therefore, based on combined OBN and crosstalk, the maximum
output of the klystron HPA is about I kW for multicarrier operation. The
e.i.r.p. requirement for three ocean region frequency plans and the margin
available from the klystron HPA are shown in Table 5. The thermal noise

CARRIER e.i.r.p. e.i.r.p.

SIZE REQUIRED AVAILABLE MARGIN
REGION (CHANNELS) (dBW) (dBW) (dB)

REF
INPUT

-2

-3
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5

i--____ 36 MHz_____y +36MHz

-2

7

9

36 MHz +36 MHz
-10

5

6

50 -40 -30 -20 -10 F0 +10

FREQUENCY(MHz)

INPUT BACKOFF (dB)

20

BACKOFF (dB)

30

Figure 21. Gain-Frequency Response of a Klystron HPA

40 +50

emission/4 kHz and the group delay distortion noise in the baseband are
insignificantly small.

Summary and Conclusion

The technical features of a newly developed 3-kW, 80-MHz-bandwidth,
C-band klystron HPA were evaluated to assess its potential for FDM/FM/FDMA
operation in the INTELSAT environment. Experimental evidence and computer
simulation demonstrated that the klystron HPA can meet the 23-dBW/4-kHz
intermodulation product e.i.r.p. limit (OBN/4 kHz INTELSAT specification)
when operated close to 8-dB input backoff. Also, the CCITT crosstalk
specification of 58 dB can be met when the klystron is operated between
5.5- and 8-dB input backoff, depending on the carrier assignment. Under
these conditions, the klystron can deliver about 1 kW of output power for
multicarrier operation, which corresponds to an e.i.r.p. of 91 dBW from a
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typical Standard A earth station. The e.i.r.p. margin is in the 2.9- to 4.2-dB
range, depending on the INTELSAT v frequency plan under consideration. It
was also demonstrated that thermal noise/4 kHz and group delay distortion
noise in the baseband are insignificant. Thus, it can be concluded that there
is no technical barrier to use of the newly developed 3-kW, 80-MHz-
bandwidth klystron for FDM/EM/UDMA operation in the INTELSAT environment.
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Cross -polarization measurements at 4
and 6 GHz in the INTELSAT V system*

S. J. STRUHARTK

(Manuscript received November 22, 1983)

Abstract

In satellite systems employing frequency reuse by dual orthogonal polarizations,
the depolarizing effects of antennas and the propagation medium are important factors
in determining carrier-to-interference ratios. This paper presents the results of cross-
polarization measurements conducted at 4 and 6 GHz in the dual-polarized INTELSAT
V system on frequency-division-multiplexed/frequency-modulated/frequency-division

multiple-access (EOM/EM/PUMA) communications carriers transmitted from seven earth
stations in the Atlantic Ocean region (AOR). The stations represent a variety of rain
climates, elevation angles, and antenna feed types. Their carriers were continuously
monitored at the Mill Village Earth Station in Nova Scotia, Canada, by a specially
designed receiver that measured both the cross-polarization discrimination (xpo) in
each station's up-link to the satellite and the XPD of each carrier on the down-link to
Mill Village.

The measured data provide examples of the effects of depolarization in the actual
operating environment of the INTELSAT V system. XPD statistics for each station are
presented, as well as examples of recorded data illustrating some of the effects
observed. Up-link xPO levels that are not exceeded 0.01 percent of the time range
from 8.2 to 25.6 dB for the various stations. Significant XPD degradations resulted

* This paper is based in part on work performed under the sponsorship of the
International Telecommunications Satellite Organization (INTELSAT). Views expressed
are not necessarily those of INTELSAT.
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from both antenna and propagation effects, the latter being more common. Under
normal circumstances , antenna tracking methods used in the tNTELSAr v system
maintained satisfactory XPD levels under clear-sky conditions.

The measurements also confirm , within the INTELSAT V operating environment,
expected basic trends in the XPD statistics regarding differences in climate, elevation
angle, and frequency scaling of XPD statistics.

Introduction

Frequency reuse by dual orthogonal polarizations began in the INTELSAT
system at 4 and 6 GHz with the introduction of the INTELSAT V spacecraft.
Dual-polarized operation began in the AOR in mid-1981, in the Indian Ocean
region in 1982, and is scheduled to begin in the Pacific Ocean region in
1985. Extensive research and development and a system-wide equipment
modification program were conducted in preparation for dual-polarized
operation. These efforts focused on the development of hardware and on
assessments of the new system's interference environment. One interference
aspect unique to satellite systems employing frequency reuse by dual
orthogonal polarizations is the degradation of the carrier-to-interference ratio
(C11) that results from depolarization effects in satellite and earth station
antennas, and in the propagation medium. Quantifying these effects has been
the subject of several studies, experiments, and measurement programs

[11-1101.
This paper presents the results of a cross-polarization measurement program

that assessed depolarization effects in the operational frequency-reuse envi-
ronment of the INTELSAT v system. Measurements were taken at the Teleglobe
Canada earth station located in Mill Village, Nova Scotia over a 12-month
period beginning in August 1981, just as dual-polarized operation was being
initiated.

Long-term data were collected on the XPD maintained in the 6-GHz up-
links of seven earth stations in the AOR. In addition to up-link data, 4-GHz
down-link XPD was also measured at Mill Village. The earth stations selected
represent a variety of rain climates, elevation angles, and antenna feed types.
Also, two different INTELSAT v spacecraft were used during the experiment.
Measurements were taken over the AOR primary path, using a computer-
controlled receiver that continuously monitored communications carriers
transmitted by each of the participating earth stations.

The measured data reflect the first year's operation of the dual-polarized
INTELSAT v system with respect to depolarization effects and corresponding
interference considerations. The data indicate how factors affecting xPD,
such as earth station and satellite antenna characteristics, propagation phe-
nomena, and system operating discipline, interact in the operational INTELSAT

CROSS-POLARIZATION MEASUREMENTS AT 4 AND 6 GHz 85

v frequency-reuse environment to establish the net XPD maintained on a

given carrier.
The following sections describe the technique used to perform the meas-

urements, present examples of observed depolarization phenomena (along
with statistical results and comparisons to propagation models), and discuss
implications of the results for the system.

Measurement configuration

Overview

A block diagram of the measurement configuration is shown in Figure 1.
The seven earth stations participating in the experiment transmitted traffic-
bearing FDM/FM/FDMA carriers that were monitored by the special-purpose
receiver located at Mill Village. The use of operational carriers had the
benefit of including all effects present in the operational environment, effects
that might not be evident in a strictly controlled experimental environment.
Also, since these were commercial carriers normally transmitted by the earth
stations, no special prior arrangements were required. Since Mill Village
was also one of the transmit earth stations, its carrier was monitored in
loopback fashion.

The earth stations were located in the overlapping coverage area of the
west zone and west hemispheric (west hemi) beams of the AOR primary path
satellite. In this coverage area, the satellite receives and transmits in both
right-hand and left-hand circular polarizations (RHCP and LHCP). Each carrier
monitored in the experiment was transmitted RHCP. Its copolarized (co-pol)
RHCP component was received by the satellite in the west zone beam,
translated to the down-link frequency by the west zone receiver, retransmitted
RHCP in the west hemi beam, and received RHCP by the Mill Village-2
antenna.

On the up-link, the depolarizing effects of the earth station transmit antenna,
the propagation medium, and the satellite receive antenna resulted in a cross-
polarized (cross-pol) LHCP component of the transmitted carrier. This com-
ponent was received by the satellite in the west hemi beam, translated in
frequency by the west hemi receiver, retransmitted LHCP in the west zone
beam, and received LHCP by the Mill Village-2 antenna.

The up-link cross-polarized component was retransmitted at a slightly
different down-link frequency than that of the copolarized signal because the
two signals were converted to their down-link frequencies by different
receivers, each having a separate translation oscillator. The nominal translation
oscillator frequency is 2,225 MHz, which varies by a few kHz among the
spacecraft receivers. The variations do not affect the communications function



86 COMSAT TECHNICAL REVIEW VOLUME 14 NUMBER 1, SPRING 1984

Di
I

r-^

J N

I H

3

0 I O
U- I¢

o I

Y

Z¢

-

IW
ID

10

WI
ZI

O

W

z I

a

N
W

wQ

la

IZ
IQ
I^

NIZ
QI
¢I

"W
NIU

1

O I

0
N

U

C

3
0
E

c0ONI
UJ
¢v
U

0 ULL
LL

O Q
a aU
0
2 NQ M Z

U
J

¢ wZ
J C91Z

0

^
a

0 ¢

U
x

Jz
> Q

U 2

Y ^

N

'0Jo'a

U

N

w

w 00

wa
W¢ I=

Ua ED
Z.
2 ~3 W¢ U w Q

0 ¢D W ^w
0 Na ¢ wW

0

¢ w
s0

w

Z wy O

J

S

ZQ) ¢"' O¢W
¢U ww <0

Z ZZ 0H JQU
YW W QJ 0' W

-J 3o YH QU1
Q ¢mw

11 11 ^?
O N N

ao

CROSS-POLARIZATION MEASUREMENTS AT 4 AND 6 GHz 87

of the satellite, but the resulting frequency offset in the down-link between
the copolarized signal and the retransmitted up-link cross-polarized signal is
used in the detection process of the receiver to separate the up- and down-
link cross-polarization signals.

On the down-link, depolarizing effects of the satellite transmit antenna,
the propagation medium, and the Mill Village-2 receive antenna resulted in
a second cross-polarized signal at the LHCP output of the Mill Village-2
antenna. Because this second signal was generated from the copolarized
signal after it had passed through the satellite, the frequency of the second
signal was identical to that of the copolarized signal.

Thus, each measured carrier produced three signals at the output of the
Mill Village-2 antenna: in the RHCP port, the copolarized signal; and in the
LHCP port, two cross-polarization signals (one arising from down-link
depolarization effects at the same frequency as the copolarized signal, the
other arising from up-link depolarization effects at a slightly offset frequency).
The receiver processed the three signals to determine the up-link XPD for
each carrier, as would be measured at the output of the satellite receive
antenna, and the down-link XPD, as would be measured at the output of the
Mill Village-2 antenna. The resulting XPD data reflect the net depolarization
brought about by the composite effect of all depolarizing factors in the
operational environment. The loopback carrier also allowed 4- and 6-GHz
XPD to be monitored simultaneously along the same path.

Site descriptions

Locations of the earth stations that participated in the experiment are
shown in Figure 2, which is a map of the AOR as seen from the satellite.
Table 1 gives specifics of the location, antenna pointing, and rain climate
for each earth station [Il]-[13]. The identification numbers assigned were
used in the control software of the receiver; they indicate the sequence in
which the carriers were measured.

The earth stations were selected to provide information on several factors
affecting XPD. The various antennas included in the measurements furnished
information on antenna tracking contributions to xPD and on the axial ratio
performance of antenna feeds of different manufacturers. Also, to assess the
effects of location and climate on XPD, some stations were selected that
operate in potentially severe xPD environments (indicated by a low elevation
angle) and/or under severe rainfall conditions (indicated by high values of M
and (3).
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MEXICO (TU-2)
GUATEMALA (OE-1)

PANAMA (UT-2)
COLOMBIA (CH-3)
ECUADOR (OU)

DEGREES OFF AXIS

Figure 2. Atlantic Ocean Region and Earth Station Locations as Seen from

the Satellite

Space segment

The space segment of the experiment was provided by the INTELSAT AOR
primary path satellite. During the measurement period, two different spacecraft
served this path: INTELSAT V (F-1), or spacecraft 501, and INTELSAT V (F-3),
or spacecraft 503. Each was located at 335.5°E longitude during its period

of service.
Measurements began on August 31, 1981, using spacecraft 501. On

November 1, the spacecraft configuration was altered slightly by substituting
hemi receivers in the cross-polarized path through the satellite. This was
done to improve the frequency separation between the up-link and down-link
cross-polarized components. The receiver at Mill Village could distinguish
between up-link and down-link cross-polarized components with frequency
separations as small as 90 Hz. When the measurements began, the frequency
separation was about 150 Hz; later it gradually narrowed so that the receiver
could no longer distinguish between the two cross-polarized components.
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The change in spacecraft receivers restored the frequency separation to a

value of about 1,200 Hz.
On March 1, 1982, spacecraft 503 replaced spacecraft 501 as the AOR

primary path satellite. The configurations of the copolarized and cross-
polarized paths in the new spacecraft were the same as those in the old one.
The frequency separation between the up-link and down-link cross-polarized
components was about 1,800 Hz. Spacecraft 503 was used for the remainder

of the measurements, which ended August 31, 1982.
Parameters of the carriers monitored in the experiment are shown in

Table 2.
TABLE 2. SUMMARY OF CARRIER PARAMETERS

LOCATION

(CARRIER

IDENTIFICATION

NUMBER)

FREQUENCY

UP/DOWN

(MHz)

BANDWIDTH

(MHz) HANNELS

Colombia (1) 6042.5/3817.5 2.5 48

Canada (2) 6037.5/3812.5 5.0 96

Ecuador (3) 6067.5/3842.5 5.0 72

Mexico (4) 6083.5/3858.5 5.0 96

Guatemala (5) 6050.0/3825.0 10.0 252

Panama (6) 6000.0/3835.0 10.0 252

Venezuela (7) 6075.0/3850.0 10.0 252

Figure 3 shows the locations of the carriers in the satellite transponder
frequency plan. In the copolarized transponder, the lowest frequency carrier,

MV CH
2 3

QE UT QU CM TU
1 2 2 2

6086
6014 MHz
MHz

(a) CO-POL TRANSPONDER: 4212, W. ZONE TO W. HEMI. CHANNEL 3-4

LU

6086
6014MHz MHzMHz

(b) CROSS POE TRANSPONDER: 1242, W HEMI TO W. ZONE, CHANNEL 3-4

Figure 3. Satellite Transponder Frequency Plan
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3
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transmitted by the Etam-2 (USA) earth station, was not monitored in the
experiment. Three carriers were present in the cross-polarized transponder.
These were transmitted by the Lurin-1 (Peru), Tangua-l (Brazil), and
Choconta-3 (Colombia) earth stations. The cross-polarized components of
carriers 1, 2, and 5 were within the allocated bandwidths of the Tangua or
Choconta carriers. The cross-polarized components of the other carriers in
the experiment were in unoccupied portions of the cross-polarized transponder.

Table 3 summarizes the polarization isolations of the spacecraft and earth
station antennas [12], [l3]. For the spacecraft antennas, each value of isolation
given is for the location in the spacecraft antenna pattern of the earth station.
The polarization isolations of both spacecraft are quite similar. For the earth
station antennas, the values of isolation given are the maximum and minimum

values within ±0.02° of beam center for each antenna. Values in parentheses
are the weighted average value of isolation within these bounds. In some
cases, the earth station antenna isolation can be quite close to that of one or
both spacecraft, resulting in a very high net isolation in individual up-links
or down-links if the spacecraft and earth station antenna isolations cancel
each other out.

Ground equipment

The special-purpose computer-controlled receiver measured the copolarized
signal level, up-link xPO, and down-link XPD of each of the seven carriers
as well as the clock time and rain/snow gauge activity at Mill Village; it
then recorded the data on flexible disks. This measurement cycle was repeated
every 70 s. Receiver operation was unattended except for weekly changing
of the flexible disks and periodic visual checks of receiver operation by earth
station operators. The flexible disks were regularly sent back to COMSAT
Laboratories, where the recorded data were processed and analyzed. The
receiver used correlation techniques to measure the weak, wideband cross-
polarization components in the presence of noise and strong carriers. Its
design and operation are described in a companion paper to be published in
a future issue of the COMSAT Technical Review.

Data processing and analysis

Cumulative distributions of up- and down-link xP0 were generated for
each carrier between November 5, 1981, and August 28, 1982 (296 days).
During the first two months of the experiment (from September to October
1981), minor hardware difficulties in the receiver and changes in the satellite
system resulted in calibration uncertainties and some downtime. Data from
this time frame exhibit the same relative XPD trends as the rest of the data,



92 COMSAT TECHNICAL REVIEW VOLUME 14 NUMBER 1, SPRING 1984

but for the reasons cited are not included in the final statistics. Since the
purpose of the experiment was to observe the day-to-day XPD environment
in the satellite system, the cumulative distributions generated utilized all of
the recorded data. Only invalid data were excluded, such as those recorded
when a carrier was off the air or temporarily outside the receiver's dynamic

range.
Depolarization phenomena observed in the data reflect the combined action

of all the depolarizing factors in the satellite system: satellite and earth station
antenna effects, which include polarization isolations as well as earth station
antenna pointing and diurnal satellite orbital variations, and propagation
medium effects. In this experiment, XPD was derived only from measured
amplitudes. In such cases, antenna effects cannot be easily separated from
propagation effects [ 10]; only the net XPD is available. The relative contribution
of propagation effects to observed XPD can be estimated, however, using the
family of curves shown in Figure 4. This figure depicts the range of xPDs

50 30 dB^
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/ // / Z^ __426 dBv BOUNDS
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Do 20 (TOTAL) XPD FOR
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MEDIUM -INDUCED XPD (dB)

Figure 4. Measured vs Propagation Medium-Induced XPD for Clear-Sky

Isolations of 26, 30, and 34 dB
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that could be observed for a given value of propagation medium-induced
XPD in a system with a given net value of polarization isolation under clear-
sky conditions. The curves were generated by calculating the best and worst
case addition of the clear-sky isolation to a range of assumed medium-
induced XPDS [10], [15]. At high values of medium-induced XPD, measured
xPD approaches the value of the clear-sky isolation in the system. As the
medium-induced xPD approaches the value of the clear-sky isolation, a wide
range of XPDS could be observed (because the two could add constructively
or cancel each other out completely). As the medium-induced XPD becomes
severe, however, it becomes the dominant factor, and the xPD observed
approaches that of the medium.

It should also be noted that the value of clear-sky isolation in the system
is not static. Its value depends on the combination of satellite and earth
station polarization isolations. Both of these can change with frequency
within a transponder, and their combination can change with time as the
spacecraft moves about its ephemeris and as the earth station antenna moves
in tracking the satellite.

Results

Selected examples of recorded data

This subsection presents examples of depolarization phenomena observed
in the recorded data. Detailed information on earth station operation and
weather data beyond the long-term average values of M and [3 for the sites
were available only for Mill Village. In the data analysis, phenomena were
identified as propagation-related or antenna-related, using the following
guidelines.

With all stations using step tracking, antenna tracking effects tend to
appear as abrupt changes in the data. For all stations except Mill village, a
change in the copolarized signal level, usually with a simultaneous change
in up-link XPD (UxPD), was observed during a tracking update. The down-
link XPD (DxPD) data pertain only to the path between the satellite and Mill
Village and are not affected by movement of the up-link antenna. For the
Mill Village carrier, copolarized signal level, UXPO, and DXPD all change
because this carrier is a loopback. In normal operation, the copolarized level
improves during a tracking update, which is performed to maintain the
copolarized signal level. XPD may improve or degrade in the process because
of variability in polarization isolation over the earth station antenna's tracking
beamwidth, and because of the vectorial way in which isolations of the earth
station and satellite antennas combine. Also, before the tracking update, the
copolarized level will have slowly degraded, and XPD will have slowly
changed as the satellite drifts to the edge of the tracking beamwidth. The
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overall appearance is that of a sawtooth waveform in the copolarized and
XPD traces. Antenna tracking effects would not normally be visible with
monopulse tracking or with step-tracking antennas whose tracking beamwidth
is small and whose polarization isolation is fairly uniform across the tracking
beamwidth.

Propagation events appear as fairly smooth degradations in XPD from clear-
sky values to the lower ranges, which then return to clear-sky values after
the event passes. Frequently, copolar attenuation is also visible during the
event as a dip in the copolarized level. If the source of the event is ice crystal
depolarization, however, the copolarized level shows little attenuation.

In the figures that follow, the uppermost trace is the copolarized signal
level; of the two lower traces, the up-link XPD trace is labeled "U," and the
down-link XPD trace is labeled "D." The abscissa is time (GMT); the numbers
on the ordinate are XPD (given in dB referred to the reference channel; note
that XPD is designated as "crosspol" in these figures) or the relative copolarized
signal level, also in decibels. The lowermost scale, when shown, indicates
the rain rate at Mill Village in millimeters per hour, averaged over one
measurement cycle. Values of peak rain rate quoted below were computed
directly from the recorded times of individual rain gauge tips.

It should be noted that the time between samples for one carrier (70 s) is
too long to define the structure of short-term XPD fluctuations. It is, however,
sufficient to define long-term XPD behavior and allow comparisons of the
average values of slowly changing portions of events.

PROPAGATION PHENOMENA

Figures 5 through 9 are examples of some of the propagation events
observed. Figure 5 shows the simultaneous up-link and down-link XPD
degradations on loopback carrier 2 during a severe depolarization event at
Mill Village. The peak rain rate exceeded 150 mm/hr at 0730 GMT; other
rain rate peaks are as marked.

The tendency for the down-link of carrier 2 to be degraded more than the
up-link is unusual. Down-links of the other carriers all showed less degradation
during this event than did the up-link of carrier 2, which is the more expected
behavior. These phenomena will be discussed below.

Little copolar attenuation is visible, despite the high point rain rates and
the attenuation of the loopback carrier at both 4 and 6 GHz. This, along with
the time of year, the northerly location, and the maritime climate of Mill
Village, indicates that ice crystal depolarization may have played a major
role in this event [15].

Figures 6 and 7 show strong events occurring in Mexico, both with and
without significant attenuation (the latter implying ice crystal depolarization).

CROSS-POLARIZATION MEASUREMENTS AT 4 AND 6 GHz

0200 0400

GMT

Figure 5. Propagation Event at Mill Village, Canada, November 21,
1981, as Seen on the Loopback Carrier

Figure 6. Propagation Event at Tulancingo, Mexico, May 9, 1982

These two events also illustrate that even though Tulancingo, Mexico, has
low values of M and p, these are long-term averages that do not preclude
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the possibility of individual severe weather events. Fluctuations in the
copolarized and up-link XPD traces are characteristic of the data and may
reflect multipath effects (discussed below) and variability in polarization
isolation across the tracking beamwidth (26.2-41.0 dB in Table 3).
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Figure 9. Propagation Event at Camatagua , Venezuela , May 29, 1982

Figure 8 shows a severe event occurring in Panama. The XPD fluctuations
visible at the onset of the event are characteristic of the cancellations and
enhancements that can occur at high XPD levels when transmission medium
effects are large enough to affect but too small to dominate the net observed
XPD. The presence of these fluctuations at the beginning , but not the end, of
the event implies a rapidly changing depolarization component in the
propagation medium early in the event. This is probably a signature of the
ice crystal depolarization frequently observed at the onset of convective
storms.

Approximate rise times in the more sudden events (e.g., Figure 9 for
Venezuela) are on the order of 3 to 5 minutes (to degrade from the 30-dB
XPD level to values in the mid-teens). After its abrupt onset, there is a smooth
decay of the event . Depending on local weather patterns, such phenomena
can occur when a storm approaches from the rear of the antenna or from the
cross-path rather than from the down-path direction.

ANTENNA TRACKING

Figure 10 is a typical example of antenna tracking observed under clear-
sky conditions. The copolarized and up-link XPD traces show the characteristic
sawtooth pattern discussed above. In this example, XPD improves as the
satellite drifts to the edge of the tracking beamwidth (canceling at one point)
and is degraded slightly by the tracking updates.

During a period of abnormal antenna tracking, the measurements showed



TABLE 3. CROSS-POLARIZATION ISOLATIONS OF SATELLITE AND EARTH STATION ANTENNAS

CROSS-POLARIZATION ISOLATION (dB)-

SPACECRAFT 501 SPACECRAFT 503 EARTH STATION
LOCATION

(EARTH STATION) UP-LINK DOWN-LINK UP-LINK DOWN-LINK UP-LINK DOWN-LINK

Colombia (CH-3) 32.6 36.2 - 31.9-41.0
(32.7)

Canada (MV-2) 33.0 34.0 34.8 33.9 30.3-34.2 33.0-35.0
(31.7) (34.0)

Ecuador (QU) 35.3 - 31.4 32.0-36.0
(32.6)

Mexico (TU-2) 31.4 31.9 26.2-41.0 -
(32.6)

Guatemala (QE-l) 29.8 29.2 25.0-37.0 -
(29.0)

Panama (UT-2) 30.4 32.5 - 29.9-31.8
(30.5)

Venezuela (CM-2) 34.6 35.3 - 34.1-35.8

(34.6)

* Spacecraft isolations are for channel (3-4) midband-up-link: 6,050 MHz; down-link: 3,825 MHz. Earth station isolations are for 6,070 MHz

(up-link) or 3,845 MHz (down-link).

AVERAGE RAIN
RATE (mm/hr)

AT MILL VILLAGE
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March 1, 1982, when the transition from spacecraft 501 to 503 took place.
This suggests that the station may have had trouble with antenna tracking
equipment during that time, but made a change at the time of the transition

that solved the problem.

Statistical results

RAIN RATE STATISTICS

Annual accumulations of point rainfall and snowfall (liquid equivalent)

measured at Mill Village during the experiment were 1,438 and 101 mm,
respectively [16]. Figure 12 compares the cumulative distribution of measured
rain rate to a distribution calculated from the Rice-Holmberg model [14].
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MEASURED DATA:

RICE-HOLMBERG MODEL

FOR M = 1,438 mm, 5 =0.05: - -

40 60 80 100 110 120

RAIN RATE (mm/hr)

Figure 12. Cumulative Distribution of Rain Rate at Mill Village
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For M = 1,438 mm, the model appears to give reasonable agreement with
the measured data at [3 = 0.05. The long-term average values for Mill
Village are M = 1,270 mm and [3 = 0.1, which indicate that during the
experiment, rain accumulation at Mill Village was slightly greater than
average, but the proportion of rain occurring at high rates was less than
usual. For the other sites, only the long-term average values of M and
were available, as listed in Table 1.

XPD STATISTICS

Figure 13 presents the measured cumulative up-link XPD (uxPD) statistics
for all carriers, from data collected between November 5, 1981, and August
28, 1982. These data were gathered using both spacecraft 501 and 503; they
include the effects of all sources of depolarization on the respective up-links.
The nominal clear-sky values of UXPD for the carriers are shown in Table 4.

00011 , 1
35 30

I \w ,`I
^I ANADA

I

M 5, Ia I

0 1

X ^•`.\ \ MEXICO

F \ .

r 0.10 '. ., \
z

PANAMA

C

I
UP-LINK XPD

ALL STATIONS

NOVEMBER 5, 1981 TO

AUGUST 28, 1982

I

V

\\ I

^\ 11
I 'CUADOR

25 20 15 10
UP-LINK XPD (dB)

5

Figure 13. Up-Link XPD Statistics, All Stations
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TABLE 4. CLEAR-SKY VALUES OF UP-LINK XPD

VALUES (dB) BY STATION AND TIME FRAME

SPACECRAFT 501 SPACECRAFT 503 OVERALL

LOCATION (11/5/81-3/1/82) (3/2/82-8/28/82) (11/5/81-8/28/82)

Colombia 32 44 42.6
Canada 30 38 37.6
Ecuador 34 33 35.0

Mexico 27 33 31.2
Guatemala 24 29 28.3
Panama 32 44 38.4
Venezuela 35 35 35.3

For data pertaining to a particular satellite, clear-sky values are considered
the most commonly occurring (i.e., most probable) values of UXPD observed.
For the overall data base, a composite of data from both spacecraft, this
definition of clear-sky can be misleading because of double peaks in the
resulting probability density functions. In such cases, the values of UXPD
shown are those not exceeded 50 percent of the time.

The positions and shapes of the curves in Figure 13, together with the
examples of recorded data, allow some qualitative observations on the relative
importance of various depolarization mechanisms at the stations. The curves
exhibit bimodal structures, and some have very distinct break points. Upper
portions of the curves are influenced mainly by antenna effects, while the
shapes of the lower portions reflect the relative severity of propagation
effects. Compare, for example, the curves for Colombia, Panama, and
Mexico.

Data for Colombia were well-behaved. Other than normal step tracking at
clear-sky levels, no significant depolarization events or antenna-pointing
phenomena were observed. The curve for Colombia is correspondingly steep
and in the high XPD range.

Data for Panama indicated no severe antenna-pointing phenomena, but
when propagation events did occur, they frequently resulted in severe xPD
degradations from the consistently high clear-sky values down to xPD values
in the teens. Correspondingly, the curve for Panama is steep in the clear-sky
range, but it has a breakpoint midway down that is the beginning of a wide
flare to severe XPD levels. Such a curve shape indicates a station with good
clear-sky XPD, but which at low time percentages is subjected to severe
depolarizing weather events.

Data from Mexico appear to have been influenced considerably by both
antenna and propagation effects. Periodic cycling of XPD ranging from values
in the teens to around 30 dB was common in portions of the recorded data,
suggesting the effects of step tracking. When propagation events occurred,
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they tended to be severe. Peak-to-peak XPD fluctuations of 3 to 5 dB centered
about the average value of the XPD trace were also common. All of these
phenomena are thought to be strongly related to the low elevation angle
(6.4°) for this path. This fact plus the station's mountainous locale increase
the likelihood of XPD degradations caused by multipath effects. Also, despite
the locale's fairly mild climate, the low elevation angle results in a long path
through the troposphere, which in turn magnifies the effects of weather-
induced propagation events.

The above examples represent mild, intermediate, and severe XPD operating
environments; XPD statistics for the remaining stations fall in the intermediate
range. The curve for Guatemala has a flare at the low end similar to that of
Panama. This is consistent with the station's fairly low elevation angle (14.8°)
and the severity of propagation events observed in the data. Also, the upper
part of the curve falls in a lower XPD range than most of the other stations
because the polarization isolations of the satellite and earth antennas combined
to give Guatemala the lowest clear-sky XPD of all the stations.

Table 5 lists the seven earth stations by relative severity of their measured
up-link XPD statistics, based on the 0.01 percent xPD levels shown. Similar
trends are exhibited by 0.1 percent XPD levels. Also shown are the 0.01
percent xPD levels predicted by a COMSAT propagation model [171.

The results indicate the expected trends of XPD degradations (tending to
be more severe at lower elevation angles and/or in climates having higher
average values of M and 0, with various combinations of these three factors
yielding intermediate results).

The relative severity of the the measured XPDS is somewhat different than

that predicted by the model, in part because the long-term average values of

M and [3, used as inputs to the model, are not necessarily those which existed

at the sites during the experimental period. Also, as shown in Figure 4, at

less severe values of observed xPD, antenna effects introduce increasing

uncertainty in comparisons of measured XPD to propagation-induced depo-

larization predicted by the model. Nevertheless, the three stations measured

as having the most severe XPD environments, Guatemala, Panama, and

Mexico, were also the three predicted by the model to have the most severe

XPD statistics.

The COMSAT model appeared to give reasonable agreement with data for
Panama, as shown in Figure 14. This example also illustrates the bimodal
structure of the distributions discussed above.

COMPARISON OF 4- AND 6-GHZ XPD

Figure 15 shows the cumulative down-link XPD (DXPD) statistics measured
between November 5, 1981, and August 28, 1982, using both spacecraft.
The data reflect the effects of all sources of depolarization on the down-link
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Figure 14. Comparison of Propagation Model to Up-Link XPD Statistics
for Utibe, Panama

between the satellite and Mill Village. The clear-sky values of DXPD are
shown in Table 6. As before, values shown for a particular satellite are the
most commonly occurring values of DXPD observed. Values shown for the
overall data base are those not exceeded 50 percent of the time.

The curves represent multiple measurements of DXPD along the satellite to
Mill Village path. Carriers were measured sequentially, 10 s apart, with
carrier frequency the only significant difference among them. The spread in
the curves, especially at high xPDS, is caused by variation with frequency of
the polarization isolations of the satellite and earth station antennas, and by
the manner in which they combine to produce net clear-sky isolations. During
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propagation events, as the transmission medium's contribution to XPD grows,
it begins to dominate the observed XPD, and the uncertainty bounds on
measured vs medium-induced XPD draw closer together, as shown in Figure
4. This effect shows itself in the way the curves begin to bunch together at
lower xPDS (Figure 15). To some extent, this bunching is inhibited at low
time percentages by the stability of the statistics (with the 0.01-percent level
representing 35 samples), but the effect is still visible. The curve for carrier
2 is an exception. The tendency for this carrier's DxPD to show significantly
more degradation than that of other carriers during down-link events is present
in most of the data base (see, for example, Figure 5). The reason for this
increased degradation is unknown, but it is believed to be an anomaly that
may be related to the loopback nature of the carrier or to some interference
phenomenon. In the discussion that follows, these data will be ignored.
Grouping of the remaining curves is consistent with the uncertainty bounds
of Figure 4 for clear-sky isolations observed on the respective satellites.

Figure 16 compares the up- and down-link XPD statistics for Mill Village.
For clarity, only carrier 7 and carrier 3 DXPD statistics are plotted. The carrier
7 curve is roughly the mean value of the down-link statistics for all carriers.
Note the similarity in the shapes of all three curves, which indicates the
similarity to be expected in the behavior of up- and down-link XPD along the
same path.

For circular polarization, XPD can be scaled between two frequencies in
the 4- to 30-GHz range as follows [18]:

NOVEMBER 5, 1981 TO
AUGUST 28, 1982

I
5 025 20 15 10

DOWN LINK XPD (dB)

XPD2 = XPD, - 20 log (f,lfl)

Figure 15. Down-Link XPD Statistics for Mill Village, All Carriers

TABLE 6. CLEAR-SKY VALUES OF DOWN-LINK XPD AT MILL VILLAGE

VALUES (d8) BY CARRIER AND TIME FRAME

CARRIER

SPACECRAFT 501

(11/5/81-3/1/82)

SPACECRAFT 503

(3/2/82-8/28/82)

OVERALL

(11/5/81-8/28/82)

1 27 40 36.6
2 33 38 37.3

3 31 39 37.9

4 28 34 32.3

5 32 39 37.4

6 26 38 33.8

7 29 39 35.2

where XPD, and XPD2 are the XPD values not exceeded for the same percentage
of time at frequencies f, andf2, and all other path parameters are identical.
This relationship applies only to XPD effects arising from rain or ice crystal
depolarization [19]. For the frequencies involved in this experiment, the
equation above indicates that the up-link XPD statistics should be about 3.5
to 4.0 dB more severe than the down-link XPD statistics along the same path
for propagation medium effects. Given measurement uncertainties and antenna
effects, the results in Figure 16 are consistent with this equation.

For these data, then, the up- and down-link XPD statistics along the same
path behave similarly with respect to propagation impairments; differences
in their behavior are consistent with current methods used in the frequency
scaling of XPD. These results are not surprising, but they do confirm, for the
INTELSAT v operating environment, expected basic trends in the frequency
scaling of xPD statistics.
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Summary and Conclusions

This study has presented the results of a cross-polarization measurement
program conducted in the operational INTELSAT v frequency-reuse environment
with traffic-bearing FDM/FM/FDMA carriers from seven earth stations in the
AOR: Choconta-3 (Colombia), Mill Village-2 (Canada), Quito (Ecuador),
Tulancingo-2 (Mexico), Quetzel-l (Guatemala), Utibe-2 (Panama), and
Camatagua-2 (Venezuela). A specially designed receiver located at the Mill
Village earth station measured the XPD maintained in each station's up-link
to the satellite and the XPD of each carrier on the down-link to Mill Village.

XPD statistics were presented for each station, along with selected examples
of recorded data illustrating some of the observed depolarization phenomena.
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The experiment produced several significant results: up-link xPD levels not
exceeded for 0.01 percent of the time for the various stations ranged from
8.2 to 25.6 dB (measured over a 10-month period); 0.1-percent levels ranged
from 10.9 to 27.9 dB over the same period. Also, significant xPD degradations
resulted from both antenna effects and propagation effects. The relative
importance of the two for a given station could be seen in the shape of the
cumulative distribution of XPD. For most stations, propagation effects were
more important. Some propagation events were observed in which XPD levels
degraded from 30 dB to the mid-teens in about 3 to 5 minutes.

XPD statistics tended to be more severe at lower elevation angles and/or in
climates with higher values of M and P. Combinations of these factors
yielded intermediate results. Up- and down-link xPD statistics along the same
path behaved similarly with respect to propagation impairments. Differences
in their behavior are consistent with current methods used in the frequency
scaling of XPD. These results confirm expected basic trends within the
INTELSAT V operating environment.

Comparison of measured XPD statistics with those predicted by a propagation
model yielded only fair agreement in the absence of precise weather
information. Also, the model did not account for antenna effects. The model
did, however, correctly identify the earth stations that were likely to be
subjected to the most severe XPD environments.

Under normal circumstances, antenna tracking methods used in the

INTELSAT V system maintained satisfactory xPD levels under clear-sky con-

ditions. The effects of abnormal antenna tracking are more serious in the

INTELSAT v frequency-reuse environment than in previous systems because

to minimize co-channel interference, acceptable XPD levels must be maintained
along with satisfactory copolarized signal levels. Accordingly, tracking
malfunctions can become as important as severe depolarization events in the
propagation medium, as was seen in one station's data.

No conclusions can be drawn from the results regarding antenna feeds of
different manufacturers, although variability in polarization isolation across
tracking beamwidths was more visible for some stations than for others.
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Drop -size distribution:
cross-polarization discrimination
and attenuation for propagation
through rain*
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Abstract

The formula for cross-polarization discrimination (xpo) for propagation through
uniform media, though simple, does not provide adequate insight for interpretation
of experimental results. This paper presents a theoretical study that helps overcome
this problem for the 8- to 33-GHz frequency range. The study is carried out for both
Laws-Parsons drop-size distributions (negative exponentials in drop diameter) and a
recently proposed, peaked, log-normal distribution of rain from convective systems.
A new expression is offered for polarizations that are neither circular nor 45° linear.
An interesting by-product of the investigation indicates that for a given drop-size
distribution, the curves of xpo vs attenuation, A, for the two orthogonal, linear
polarizations cross over at A near 8.6 dB.

Introduction

In designing dual-polarization, frequency-reuse, microwave communica-
tions systems, it is necessary to know the statistics on depolarization caused
by rain. If depolarization is related to attenuation, the required statistics can
be deduced from attenuation statistics. Also, if the relationship between

* This paper is based on work performed at COMSAT Laboratories under the
sponsorship of the International Telecommunications Satellite Organization (INTEL-
SAT). Views expressed are not necessarily those of INTELSAT.

113



114 COMSAT TECHNICAL REVIEW VOLUME 14 NUMBER 1, SPRING 1984

attenuation and depolarization as a function of elevation angle, polarization,
and frequency is known, the time and effort involved in gathering statistics
can be greatly reduced.

This paper does not directly examine measured statistics; rather, it calculates
attenuation and depolarization in a well-defined, idealized situation. To
appreciate the practicality of the calculated results, a comparison was made
with the results of one particularly detailed experiment, and good agreement
between measured and predicted XPD vs attenuation statistics was obtained.

The effect of the distribution of raindrop diameters on the relationship
between attenuation and depolarization is of particular interest here. Calcu-
lations were performed for the well-known Laws-Parsons distribution [I] as
well as for log-normal distributions recently proposed for convective rain
(i.e., heavy showers and thunderstorms) [2], [3]. Comparison with experi-
mental results tends to support the validity of the log-normal rather than the
Laws-Parsons distribution for rain that is responsible for significant depolar-
ization. Propagation constants used in this study are described in References
2 through 4, all assuming a Pruppacher-Pitter type of raindrop [5] at 10°C.

A formula relating attenuation and cross -polarization
discrimination

For propagation through a uniform medium, cross-polarization discrimi-
nation, that is, the ratio (in decibels) of the wanted signal of the transmitted
polarization to the unwanted signal of the orthogonal polarization, can be
related to copolarization attenuation, A (dB), using empirically derived
formulae.

Equation (1) below was built up one step at a time [41 by considering
circularly polarized waves and horizontal paths with uniformly aligned,
vertically falling drops for which the first two terms only of equation (1) are
nonzero. Other polarizations were then introduced for horizontal paths and
so on, as follows

where

XPD = Xo - 20log,,A

- 20 log,,, sin2yj + (- a cos 2y + b cos 2y1

+ c cos' 2y)(A - A,)

- 20 log . (cos'- 0) + 20 logo (I + d sin'- B)

-20l0gio (3112 -1) (I)

and p is the degree of randomness in the drop orientations. The angle 0 is
the complement of the angle between the drop axis of symmetry and the
direction of propagation. For vertically falling drops, it is the elevation angle.
The polarization is characterized by y, one of the Poincard variables, given
by

cos 2y = cos 2a cos 2(3 (2)

a = arctan (AR)

R=p' --IJ

where AR is the axial ratio, f3' the tilt angle of the polarization, and ' the
canting angle of the drops. The approach used consisted of modeling an
appropriate algebraic structure and then establishing the coefficients by a
least-squares regression. The representation was found to be highly adequate.
Only in extreme cases, errors of a few tenths of a decibel may occur. For
drops with random orientations, the degree of randomness is measured by p
(I 5 p - 1/3), and both 0 and il^ refer to the mean axis of the distribution.
Since the intent is a parametric analysis, any change in attenuation is assumed
to arise from a change in path length, while all other variables, including
rainfall rate, remain constant.

The coefficients X., aa, bo, c0, and e all depend on drop-size distribution
(DsD), rainfall rate, and frequency. The variable A, is always around 8.68;
it approaches 20 log10 e as the differential attenuation and phase approach
zero. For practical purposes, the coefficients may be taken as independent
of the angle y, 0, and p. The only significant exception is that in some cases,
d shows significant residual dependence on 0. These comments will become
clearer as the result expressed in equation (I) is established.

A note on the path length effect is necessary here. On a real path through
the atmosphere, the copolarization attenuation, A, may vary either because
of a variation in rainfall rate, R, along a path of fixed length or because of
a change in path length while the rainfall rate remains constant. The associated
change in xPD in each case is not the same. For circular polarization in the
case of fixed R, XPD and A vary to a high degree of approximation, as
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(XPD)Cp = Xo -20logmA . (3)

The XPD is not as closely linear in log10 A if L is held constant. Moreover,
the slope of the linear approximation depends on frequency and DSD. Because
a universal representation is desired, R will always be held fixed, and A will
be allowed to vary as a result of changes in L.

Simplified formulation for terrestrial propagation

For a range of 8 to 14 GHz, the approximation given in equation (3) is
useful to about 10 dB of attenuation; for 19 to 33 GHz, to about 30 dB.
Values of Xo for the three DSDS considered are plotted in Figures I through
3. From about 6 to 11 GHz, Xo has a 40-dB/decade slope, and from 11 to
at least 33 GHz, a 20-dB/decade slope. The DSD gives very little spread in
X. with rainfall rate R at 11 GHz. Also, there is very little change from one
distribution to another. However, at higher frequencies, the Laws-Parsons
distribution gives a much larger spread in X. for different rain rates than do
the other distributions. The results apply equally to circular and linear
polarization, with (3 = 45° or 135°, all along a horizontal path.

For linear polarizations, equation (3) is no longer adequate. The issue in
this case is the dependence of XPD on 2y. For approximately the same
attenuation ranges discussed in equation (3), a simple relationship between
XPD and A is still possible if a new parameter X is introduced such that

X = XPD + 20log,0A

where X is related to X. by

X = Xo - 20 log,, Ism 2'y

+ (-a cos 2y + b icos 2yj + c cost 2y)(A - AA)

(4a)

(4b)

Equation (4b) leads to a pair of lines for orthogonal polarizations represented
by angles 2y and 2y + w. These lines intersect at a value of attenuation A
= Ax, where AX was always near 8.6 dB. Illustrative examples of these lines
are shown in Figures 4 through 6. Segments of the lines that apply at each
rainfall rate are shown; notice the greater spread that results for the Laws-
Parsons distributions.

Two parts of the approximation are expressed by equation (4b). The first,
X = X0, refers to the approximately straight lines of a unity slope. Actual



Figure 2. Parameter X0 in the XPD Formula for Various Rainfall Rates, Shower DSD

4 6 8 11 14

FREQUENCY (GHz)

19 24 28 30 33

Figure 3. Parameter Xo in the XPD Formula for Various Rainfall Rates, Thunderstorm DSD

e



120 COMSAT TECHNICAL REVIEW VOLUME 14 NUMBER 1, SPRING 1984

0 10 20

ATTENUATION (dB)

30

Figure 4. Plot of XPD + 20 log10 A vs Attenuation A for Linear
Polarizations, Laws-Parsons DSD

data suggest that the departure from unity was at most 6.4 x 10-2 at 8
GHz. At 33 GHz, the largest departure was 1.2 x 10-4. The second part
of the approximation involves two terms describing either the slope or the
displacement of the lines. Residual systematic variations in a, b, and c, as
determined from data at different angles, indicate that the two terms are
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Figure 5. Plot of XPD + 20 log10 A vs Attenuation A for Linear
Polarizations , Shower DSD

highly accurate. In most cases, errors in XPD of only about 0.02 dB would
result.

Figures 7 through 9 show values of b and c for the three DSDS considered.
These values were determined from sin 2y = 0.75 and sin 2y = 0.5, but
can be taken to apply at all values of sin 2y. Note that at low frequencies,
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where a0 is the value applying when 0 = 0. The correction represented by
e is relatively unimportant. Also, b and c are modified by letting

b = b0 cos4 0 (7)

c = CO cos4 0 (8)

where, again, b0 and c0 are the values at 0 = 0, already provided.
The numerical values for e at 0 = 45° and for d at either 0 = 45° or 30°

are shown in Figures 10 through 12. This variation in d probably arises in
part from small departures of about 2 percent, a result of the dipole law
exhibited by propagation constants calculated for Pruppacher-Pitter drops.
The relative importance of the correction can be judged from the fact that

b
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Figure 9. Plots of Coefficients b and c, Thunderstorm DSD

Propagation along a slant path

For a path elevated at an angle 0 (assuming that the drops are electric and
magnetic dipole scatterers [6]), the results for a horizontal path may be
extended to slant paths. In the case of circular polarization, it can be shown
that the relationship between XPD and attenuation A is approximately as

Xce = X0 - 20logi0 cost 0 + 20log,0 (1 + d sin 10) (5)

where X0 refers to the case in which 0 = 0. Clearly, the term involving the
coefficient d arises from the variation of the average attenuation.

For other polarizations, equations (4a) and (4b) are extended by letting

20log,0(1 + d sin' 0) - 8.686 dsin20 (9)

which is 2.17d when 0 = 30°, and 4.34d when 0 = 45°.
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SHOWER DSD

Figure 11. Plots of Coefficient d (0 = 30°, 45°) and Coefficient e
(0 = 45°), Shower DSD

Distributed drop orientations

The propagation of microwaves through randomly oriented drops has been
examined theoretically a number of times. (For a review, see Reference 7).
The formulation in terms of electric and magnetic dipole scatterers [6) is
convenient because it makes possible the prediction of XPD behavior without
extensive numerical calculation.

For axisymmetric distributions of drop orientations, the circular polarization

equation can be revised to

(3P2 - 1
Xcr - Xo - 20 log10 cost 0 - 20 log10-

+ 20 log,, (I + d sine 0)

And for other values of y

(10)

X = Xce + (- a cost y + bIcos2 yj + cosy 2y)(A - Ax) (11)

where a, b, and c assume the form shown in equation (1).
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Figure 12. Plots of Coefficient d (0 = 30°, 45°) and Coefficient e
(0 = 45°), Thunderstorm DSD

Nonvertical drops

Drop orientations of this kind require selection of an appropriate transfor-
mation of coordinates. Suppose the axis alignment of the drops' cylindrical
symmetry is defined by a zenith angle, TI, and an azimuth angle, ^. For
stochastically aligned drops, T) and ^ refer to the axis of the distribution.

If 0e, is the elevation angle of the propagation path, it can be shown that

sin 0 = sin 0e, + cos 0 e, sin TI cos ^ (12)

Notice that 0 = Oe, if I = 0 (vertical drops) or ^ = 90° (drops tilted in the
plane at right angles to the direction of propagation).
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Along the direction of propagation, the drops appear to be rotated at an

angle Il;, where

cos Be, - sin Oe, sin q cos
cos' _

(cos 9,, - sin Be, sin q cos t)2 - sine B sine
(13)

The angle 4' is the canting angle. Notice that 4' = 0 if Tl = 0 (vertical drops)
or ^ = 0 (drops tilted in the vertical plane containing the direction of

propagation). Also, for fixed TI and ^, the angle ^ will usually be a function

of the elevation angle Be,.
All previous results apply in the present case if 0 given by equation (12)

is used along with

(14)

with 4' given by equation (13).

The International Radio Consultative Committee

formula

Equation (1) may be compared with models provided by the International
Radio Consultative Committee (ccua) [7]-[9], and others [10]-[12], although

these refer to a slightly different situation.
CCIR documents [8], [9] propose an approximate relationship between XPD

and A, as follows:

XPD = 0.0053 a2 + 30 log,a f - 20 log,E A

- 40 log ,0 (cos 0e, ) - 20 log10 (sin 214' - t[) (15)

where a = the standard deviation of the canting angle distribution,

°e, = the elevation angle,

0 = the mean canting angle, and
T = the polarization tilt angle.

For circular polarization , j' - TI = 0. Each of the terms in equation (15)

will be considered briefly.

Obviously, the term -20 log10 [(3p - 1)/2] in equation (1) corresponds

to the 0.0053 a2 term in equation (15). For a narrow distribution of drop

orientations,

- 20 log,,, 3p 2 I = 0.00400-2 (16)
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where a (in degrees) is the standard deviation of the conical distribution of
drop axes. Thus, the terms are very similar.

Equations (I) and (15) contain the term -20 log10 A. It is necessary to
consider both X0 and 20 log10 A together for a detailed comparison. Olsen
and Newland [12] proposed a revision as

- V log..A (17)

where V = 20, 8 <_ f < 15 GHz (18a)

V = 23, 15 < f < 35 GHz (18b)

Because X,, depends on rainfall rate, equation (1) will lead to a term similiar
to equation (17) for the regression line of XPD vs attenuation A. Furthermore,
for the Laws-Parsons distribution, V is approximately

V = 20, 10 <f< 14 (19a)

V=23, 14<f<-33 (19b)

which agrees well with equation (17). On the other hand, for the thunderstorm
and shower distributions, V is approximately

V = 20, 10<f<19GHz (20a)

V=21, 19<--f<-33GHz . (20b)

The different V values make it possible to distinguish experimentally between
the DSDS.

The terms -40 log10 (cos 6e,) in equation (15) and -20 log,,, (cost 0) in
equation (1) are identical if the difference between 0 and Oel can be overlooked,
since this difference is unlikely to be greater than 1°-3°.

For linear and circular polarizations, the terms -20 log10 sin 2I' - TI in
equation (15) and -20 log10 sin 2-y in equation (1) are identical. However,
equation (1) also applies to general elliptical polarizations.

The remaining terms in equation (1) have no corresponding terms in the
CCIR formula shown in equation (15), although the effect is shown clearly
in results for individual events published by Dilworth [13]. After correlating
the term in equation (1) with the (A - AX) factor, Chu [14] proposed the
term

± 0.15 A cost 6e, cos 27 .
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This term overlooks the significance of A, taking a fixed value of a0
(3p - 1)/2 and neglecting the small correction represented by the coefficient
e. The terms for coefficients b and c have not previously been recognized.
Finally, the term ford represents a correction of the XPD elevation dependence.

Equation (15) overestimates XPD for - T close to 0° or to 90°; equation
(1) neglects effects that in this case are important on real paths.

Comparison with experimental results

The experiment carried out by Bell Laboratories at Crawford Hill with
COMSTAR transmissions [ 15] is particularly useful for comparison because of
its measurements of switched, linearly orthogonal polarizations at 19 GHz
at an elevation angle of 38.6°. The apparent canting angle of the drops was
measured. The tilt angle of the arriving linear polarization was well away
from local vertical, so equations (1) and (15) would be expected to apply.
Measurements were also made of a continuous, linearly polarized wave at
28 GHz.

Figures 13 and 14 show the relationship between XPD and attenuation A
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Figure 13. Comparison Between Experimental and Calculated XPD and
Attenuation at 19-GHz, Linear Polarization, Laws-Parsons DSD
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Figure 14. Comparison Between Experimental and Calculated XPD vs
Attenuation at 19 GHz, Linear Polarization , Shower and

Thunderstorm DSD

measured in this experiment for linear polarization at 19 GHz [15], [161.
Also shown are segments calculated by using the equation proposed in this
paper that covers the approximate range of attenuations expected at that
rainfall rate. For the Laws-Parsons distribution, reasonable agreement at high
attenuation is obtained by choosing p = 0.8. For the thunderstorm D5D, p
= 0.85 gives reasonable agreement at high attenuations. Both of these values
are reasonable. However, the Laws-Parsons distribution gives poorer agree-
ment at low rainfall rates. If p is increased to 0.9 to give agreement at 12.5
mm/hr, agreement is lost at high rates. This disagreement occurs because,
for the Laws-Parsons distribution, X0 is strongly rainfall rate dependent,
while for the shower and thunderstorm distributions, this is not so.

Based on Figures 13 and 14, it can be concluded that for linear polarization,
a regression line with a term of -21 log10 A gives reasonable agreement
from 10 to 30 dB of attenuation.

Figures 15 and 16 show measured XPD related to attenuation A for a pair



132 COMSAT TECHNICAL REVIEW VOLUME 14 NUMBER 1, SPRING 1984

40 1 1
LAWS PARSONS DSD

r

Y = 22°

30

20

10
p 10 20

ATTENUATION (dB)

Figure 15. Comparison Between Experimental and Calculated XPD and
Attenuation at 19 GHz, Linear Polarization, Laws-Parsons DSD

of orthogonal linear polarizations [16], [ 17]. When allowing for the measured
mean canting angle of - 1°, shower and thunderstorm distributions give good
agreement; however, the agreement is not as good for the Laws-Parsons
distribution. The experimental results do not exhibit the crossover below 8.6
dB, as predicted by equation (I). Failure of the curves to intersect may be
due to a number of causes, one of which may be the effect of ice on the

statistics in this range.
Finally, Figures 17 and 18 show measured xPD at 28 GHz related to

attenuation A for one of the linear polarizations [15], [16] with an angle of
21° to vertical. Again, the shower and thunderstorm distributions appear to

give better agreement.

Conclusions

It has been suggested here that shower and thunderstorm DsDs are more
appropriate than the Laws-Parsons distribution for calculating XPD at higher
attenuations. In this study, new features of the relationship between XPD and
attenuation have been revealed, features that suggest new ways of presenting
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Figure 16. Comparison Between Experimental and Calculated XPD and
Attenuation at 19 GHz, Linear Polarization, Shower and

Thunderstorm DSD

40

and analyzing experimental results. The range of scatter in these experimental
results is greater than can be accounted for merely by using mean DSDS; this
scatter may be caused by the departure of instantaneous DSD5 from long-
term average distributions.
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Abstract

In view of the increasing interest in initiating a Land-Mobile Satellite System
(LMSS) to complement cellular terrestrial -mobile communications systems, the rela-
tionships between space segment mass, mobile terminal characteristics , and system
capacity are presented for a "start -up" (or experimental) contiguous United States
(CONUS) coverage t.MSS. Multipath fading, mobile terminal antennas , and voice
modulation alternatives have been studied . Models for multipath fading vs mobile
terminal antenna gain , for mobile terminal costs vs mobile terminal antenna gain,
and for space payload mass are developed for LMSS's operating in the bands near 800
and 1,600 MHz. LMSS configurations are given for three specific examples, which
correspond to the payload mass equivalent of an INrELSAT v maritime communications
subsystem (Mcs) package , an SBS spacecraft , and an INrELSAT V spacecraft . For each
of these cases , system alternatives are given that illustrate tradeoffs among mobile
terminal cost (and antenna gain ), modulation type, and system capacity . One such
example is a 10-channel, 800 -MHz-band system using adaptive delta modulation and
mobile terminals with 5-dBi antenna gains, and requiring a space payload mass of
67 kg.

Introduction

In recent years, NASA, the Canadian Department of Communications, and
other organizations, have investigated LMSS's. With the current increased
activity in cellular terrestrial-mobile communications, a complementary LMSS
for the geographically large areas not serviced by terrestrial systems may

137
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also be commercially attractive. Most studies to date have focused on high-
capacity LMSS's using very large spacecraft. While such systems, when
mature, may become commercially attractive, it appears advantageous to
initiate an LMSS with a relatively small space segment investment.

Hence, it is of interest to investigate a start-up (possibly experimental)
LMSS offering only a few channels, which would require only a small
dedicated satellite or share a larger spacecraft bus with another system.
Tradeoffs can be made among mobile terminal complexity, spacecraft mass,
system capacity, and type of modulation and coding. The object of this paper
is to quantify such relationships for a CONUS coverage system. The results
can be used in conjunction with economic, marketing, and regulatory
considerations to help in systems specifications. They can also be used to
assess the benefits of new technologies, such as advanced modulation
techniques and mobile antenna subsystems. Figure 1 illustrates key features
of this study.

• CONUS COVERAGE

• NUMBER OF BEAMS DEPENDENT ON SYSTEM PARAMETERS

• FREQUENCY DIVISION MULTIPLE ACCESS

• MODEL PERMITS TRADES AMONG SPACECRAFT MASS,
MOBILE TERMINAL COMPLEXITY, SYSTEM CAPACITY,
AND MODULATION PARAMETERS

• SPACECRAFT PAYLOAD A'PACKAGE' ON EITHER A LARGER
SPACECRAFT OR A SMALL DEDICATED SPACECRAFT.

Figure 1. Land Mobile Satellite, Start-Up System Model
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After a survey of previous work, attention is focused on factors that
strongly influence LMSS performance. These include fading, mobile terminal
antennas, and modulation techniques. System tradeoffs are then presented,
including models for spacecraft payload mass and mobile terminal costs.
Finally, examples of system configurations, obtained from the tradeoff models,
are presented.

Although both the 800-MHz band (=821-831 MHz up-link and =866-
876 MHz down-link) and the 1.6-GHz band (=1.645 GHz up-link and
=1.545 GHz down-link) are treated in this paper for mobile-to-satellite links,
the 800-MHz band appears to offer the greatest potential for domestic LMSS's.
At the time of this writing, however, specific allocations for LMSS services
have not been assigned.

Mobile terminals with circularly polarized antenna designs ranging from
very simple and inexpensive single-element configurations to relatively
complex and expensive array concepts, with gain ranging from - 1 to 12
dBi have been considered.

The number of voice channels supported by the LMSS space segment is
used as a measure of system capacity. Computations relating this measure
of capacity to distributions of user-mobile terminals are not included in this
study. Although only voice transmission has been assumed, the study can
be extended to include low-rate-data transmission channels.

Attention is focused on the mobile/satellite up- and down-links. Feeder
(i.e., fixed earth terminal-to-satellite) link issues are not addressed, since
they will have only a small impact on the LMSS space segment design;
however, a provision for feeder link mass and power is included. Only
mobile-to-base-station links (and vice versa) are treated; that is mobile-to-
mobile links are assumed to be double hop (mobile-to-base-to-mobile).

Space segment comparisons for a CONUS coverage system are made in
terms of payload mass requirements, and the results are related to the mass
of familiar communications payloads.

Previous LMSS studies

References 1-5 give the background of the LMSS and References 6-9
contain marketing and financial studies.

Jet Propulsion Laboratories (JPL) has studied design concepts for advanced
generation LMSS's [10]-[12]. The satellites for these proposed systems have
large (55-meter) multibeam (87-beam) UHF antennas and large prime power
(10-kW) requirements.

References 13-15 summarize the MSAT program, a joint Canadian-U.S.
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LMSS venture. A Swedish company, SRA, has developed the TRUCKSAT

program, designed to provide data service to trucks.
The General Electric Company (GE) has conducted LMSS studies and

experiments for NASA. In its LMSS studies [16], [17], a relatively large LMSS
was proposed with an LMSS satellite having 69 beams and 111 voice channels
per beam. Such a satellite would require a 42.4-m antenna with a prime
power requirement of 12.5 kW if the system operated in the 800-MHz band,
and a 22.9-m antenna with a prime power requirement of 41 kW if the
system operated in the 1.6-GHz band. In GE's experiments [18]-[20] the
ATS-6 satellite has been used to establish links to trucks and other vehicles.

Ford Aerospace [2l] and TRw [22] have also conducted LMSS studies for
NASA. Reference 23 summarizes an earlier JPL study, while References 24-
26 describe LMSS experiments and studies for ambulance, law enforcement,

and other emergency services.
Reference 27 summarizes fading characteristics for LMSS links and examines

techniques that can be employed to increase system capacity. At the time of
this writing, two firms, Mobile Satellite Corporation and Skylink Corporation,
had filed applications with the Federal Communications Commission to

operate LMSS's within the U.S. [28].

Fading considerations

Multipath and shadowing fading statistics for the mobile terminal links
greatly influence satellite and mobile terminal design as well as system
capacity. In two studies of actual satellite-to-land mobile experiments, the
results and conclusions are different. Hence, further experiments are desirable.
Reference 29 describes current efforts to obtain additional experimental data.

Based on experiments in the 1.6-GHz band, Reference 18 concludes that
a 5-dB fading margin is adequate for rural areas and that spatial diversity on

a land-mobile terminal is not effective.
References 30 and 31 present different conclusions. This study states that,

for both frequency bands, a 10- to 15-dB margin is required in suburban
rural locations to ensure service to 90 percent of the locations 90 percent of
the time. It also states that about a 4-dB improvement could be obtained in
suburban locations by using spatial diversity on a mobile terminal.

A comparison of these studies indicates that differences in experimental
transmission paths and in the mobile terminal antennas may have led to the
different conclusions. In this paper, the results of References 18, 30, and 31
as well as other references noted in the following section have been used to
determine a fading margin model which is a function of the mobile terminal

antenna characteristic.

Land mobile terminal antenna
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Theoretical and experimental investigations of candidate mobile terminal
antennas for LMSS applications have been reported. Table 1 summarizes the
antenna types surveyed. Circular polarization is assumed for the spacecraft
antennas to eliminate mechanical alignment of the mobile terminal antennas.

If it is assumed that much of the multipath on an LMSS link is from the
horizon or below, the higher gain antennas will provide more discrimination
against multipath. It is also assumed that the mobile terminal is operating in
an area with generally good satellite visibility (i.e., a rural/suburban location)
and that the margins listed are estimates for 90/90 coverage (i.e., 90-percent
time coverage for 90 percent of the locations) corresponding to approximately
a 20° elevation angle. The 15-dB fading margin in Table 1 for the low-gain
antenna is the value given by References 30 and 31 for this condition
(supported by References 32 and 33); the remainder of the entries are
extrapolations, based on the ability of the higher gain antennas to discriminate
against multipath. A minimum fading margin of 5 dB is assumed for the
higher gain phased array antennas (to allow for some shadowing).

The values given in Table I have been plotted in Figure 2, and piecewise
linear models have been fitted to the plotted data. These models are used in
this study for system tradeoffs.

The phased array antennas in Table I are based on concepts given in

0 2 3 4 5 6 7 8 9 10 11121

MOBILE ANTENNA GAIN (dBi)

Figure 2. Cost and Fading Margin Models for Mobile Terminal Antennas
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References 34 and 35. Reference 34 illustrates two phased array concepts,
each having a minimum gain of 12 dBi within the field of view (FOV). Both
consist of low-gain (- 1-dBi minimum FOV) microstrip patch elements. One
is a 24-element low-profile planar array mounted on a vehicle's roof. (This
concept lacks good coverage below about a 20° elevation angle.) The second
is an array of 38 elements mounted on a truncated cone, also mounted on a
vehicle's roof. Reference 35 describes a linear array consisting of four
elements, each having a peak gain of about 6.8 dBi. Such an array can be
either vertically or horizontally mounted, and mechanically rotated in azimuth
to achieve a minimum FOV gain of 10 dB, including losses.

Modulation
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The modulation technique selected for an LMSS has a large impact on
capacity and on the development required for successful implementation.
Modulation and coding alternatives exist that have varying degrees of power
and bandwidth efficiency, and that require different amounts of development.

The approach taken here is to assume a frequency-division multiple-access
(FDMA) system and to select candidate modulation schemes that cover a range
of required power levels (expressed in terms of C/N°), as well as a range of
required technical innovation. The impact of various modulation schemes on
system capacity and on spacecraft mass is assessed in this study by assuming
a value of C/No for different candidate modulation schemes.

Detailed analysis of modulation, coding, and associated problems such as
acquisition, synchronization, Doppler correction, fading performance, and
subjective quality have not been included in this study.

After a review of several potential candidates, four specific modulation
and coding techniques have been selected to illustrate a range of required
C/No values. These techniques are identified and summarized in Table 2.

Frequency modulation (FM) with companding represents the most mature
technique and requires the highest C/N°. The use of FM in satellite/mobile
applications has been described in References 12, 16, 21, 22, and 36-39; a
required C/N° of 51 dBHz has been selected based on a survey of these
references. However, several studies note that intelligible quality can be
maintained using FM at C/N° values several dB lower. For example, Reference
36 assumes that a C/N, of 46.2 can be used to obtain barely intelligible
quality.

Single sideband (ssB) with compounding [40] is relatively efficient in terms
of required C/N° and very efficient in terms of bandwidth. As a further
advantage, it does not have a pronounced threshold effect. However, issues
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TABLE 2. MODULATION AND CODING ASSUMPTIONS

ASSUMED

REQUIRED APPROXIMATE

C/N, UNDER REQUIRED

FADED BANDWIDTII

MODULATION CONDITIONS PER CHANNEL

TYPE (dBHz) (kHz)

FM with syllabic

companding

51 30

SSB with syllabic

companding

46 5

12,000-bit's

ADM, PSK rate

1/2 coding

46 35

2,400-bit's LPC,

PSK rate 1/2
coding

40.5 7

COMMENTS

Based on 1-2 dB degraded from "toll"

quality; phase locked receiver assumed.

Very bandwidth efficient. Feasibility for
mobile satellite application remains to be

determined.

Quality assumed to be sufficient for LMSS
application.

E,IN,, = 5.2 dB.

Feasibility for mobile application remains to
be determined.

E,/N, = 6.7 dB.

of frequency stability, interference, and fading performance must be satis-
factorily resolved before SSB can be implemented in an LMSS.

The two other modulation and coding techniques shown in Table 2 are
digital techniques. The phase shift keying (PSK) adaptive delta modulation
(ADM) scheme requires less development than the PSK with linear predictive
coding (LPC) scheme, but the savings in C/N„ are greatest with the latter.

A required C/N,, of 46 dBHz for the ADM scheme was selected based on
the use of coherent binary PSK (CBPSK); the resultant 5.2-dB E6/N, yields a
BER between 10-4 and 10-3, assuming a 2-dB implementation margin and
rate 1/2 FEC coding. The required C/N„ of 40.5 dBHz for the LPC scheme is
also based on the use of CBPSK so that the resultant 6.7-dB E6/N0 has a BER
of about 10-6, assuming a 2-dB implementation margin and rate 1/2 FEC
coding (using a Viterbi decoder). Because a 38-dB C/N„ is about the minimum
recommended to maintain carrier synchronization for CBPSK, the two schemes
of Table 2 using CBPSK should be feasible from the standpoint of synchro-
nization.

Although FDMA appears to be preferable for a first-generation LMSS, spread
spectrum techniques using code-division multiple access (CDMA) should be
examined. Spread spectrum techniques have the potential for reducing required
fade margins and interference, but mobile terminal complexity, bandwidth
requirements, level control, and system capacity must be carefully assessed.
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Payload mass , mobile terminal cost, and system
capacity tradeoffs

Tradeoffs among factors such as mobile terminal complexity, satellite size,
system capacity, and modulation techniques affect the selection of an LMSS.
The model developed for these tradeoffs uses the fading, mobile terminal
antenna, and modulation parameters described in the previous sections, as
well as spacecraft mass, mobile terminal cost, and link analysis relationships.
Inputs to this tradeoff model are as follows:

a. range of mobile terminal antenna gains (from - 1 to 12 dBi);
b. number of simultaneous channels (i.e., duplex circuits);
c. required C/No, which is determined by the modulation assumed;

and
d. operating frequency band.

Also included in the model input is an adjustment factor for the impairment
caused in the base-station-to-satellite and satellite-to-base-station (i.e., back-
haul) links, since it is assumed that the backhaul link and satellite transponder
(i.e., intermodulation products) degrade the overall C/N,, by a specified
amount. The backhaul degradation value for the tradeoffs in this study is
1.0 dB, based on the assumption that the combined effective CINQ of the
backhaul link and intermodulation noise is about 6 dB greater than the C/N,
of the mobile-to-satellite link when degraded by the assumed fade margin.

Mass model for the spacecraft communications payload

The mass model includes the electronics package (feeds, structure, thermal
control, and integration), the antenna reflector and its support structure, the
portion of the prime power system required to operate the LMSS payload,
and the mass added to the satellite's fixed satellite band transponders for the
LMSS backhaul links. It is assumed that either the 800-MHz band or the
1.6-GHz band is used, with a single offset paraboloidal reflector antenna fed
to produce a sufficient number of beams for CONUS coverage. One RF high-
level amplifier is used per beam, and the spacecraft is assumed to be body-
stabilized. Inputs to the model are the total number of channels (assumed to
be approximately uniformly distributed over CONUS) and the required beam
edge e.i.r.p. per channel.

The principal output of the model is the payload mass. In the computer
implementation of the model, two conditions determine the antenna size.
First, an antenna diameter that results in minimum spacecraft weight is
selected automatically. If the antenna size selected for minimum weight is
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not adequate for the required spacecraft G/T, payload mass is computed for
a specified antenna diameter. Other outputs of the mass model are the number
of beams computed (to provide CONUS coverage), the prime power required
by the LMSS package, and the G/T ratio. The appendix gives a detailed
description of the payload model and the link analyses that relate the spacecraft
mass model to the mobile terminal parameters, and to system capacity.

Mobile terminal cost estimate model

Since it is the sensitivity of terminal costs to satellite performance parameters
that is of interest, a relatively crude cost model is used for the LMSS mobile
terminal in this study.

Table 3 gives a key to the notation used in the analysis described below.
The cost model is composed of three components:
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From References 21 and 22, and informal cost estimates, the model
assumed for the power amplifier is

0 65

CHPA 6.0 PMT
0.85

dollars

0.8<ft<1.7GHz
(2)

This model is based on the assumption that 10- and 50-W amplifiers would
cost approximately $60 and $300, respectively, at 850 MHz, and 1.5 times
as much at 1.6 GHz.

An estimate of C(W = $1,300 is used for the cost of the mobile terminal,
excluding the antenna subsystem and the power amplifier. This estimate can
be broken down as follows:

a. the antenna subsystem cost, RF, IF, and oscillator (synthesizer) $ 655
b. the power amplifier cost, and Logic 75

c. the cost of the rest of the terminal. Baseband electronics and hardware 150
Labor 420

$1,300

TABLE 3. MOBILE TERMINAL COST ESTIMATE MODEL NOTATION

ANALYSIS DEFINITION

Gm, Mobile terminal antenna gain, dBi (minimum field of view gain)

fa Frequency band, GHz
PMT Mobile terminal HPA power output, W
CST Overall terminal cost estimate, dollars

CSTo Satellite -sensitive cost estimate, dollars
CANr Antenna subsystem costs, dollars

CeNT Cost of mobile terminal, excluding the antenna subsystem and power amplifier,

dollars
CHPA Power amplifier costs, dollars
CHx Cost of terminal excluding antenna and power amplifier , dollars

The piecewise linear model for the mobile terminal antenna, as shown in

Figure 2, is

CANT = 20 dollars, GMT - -I

dollars, - I < GMT - 4

CAN,r = 10(o 118G,IT + 1.82) dollars, 4 < GMT - 13

CANT =
1010.S(;MT + 1.5)

(1)

The satellite-sensitive cost estimate is obtained from

CSTD = CAW + CHPA

and the overall terminal cost estimate from

CST = CANT + CHPA + CTNT

Tradeoff results

(3)

(4)

Spacecraft payload mass

As described previously, the payload mass model includes the communi-
cations payload (with antenna and antenna support structure) and the prime
power subsystem mass. Figure 3 is a sample plot obtained using the space
segment mass model. This figure, shows that, for a fixed per-channel beam
edge e.i.r.p. and a fixed number of channels, there is an optimum antenna
size. Below the optimum size, spacecraft mass rises rapidly because of the
added prime power and amplifier mass required to maintain a fixed e.i.r.p.;
above the optimum size, the mass increases (less rapidly) because of the
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104

e i.r.p
(dBW)

4

ANTENNA DIAMETER (m)

ANTENNA
DIAMETER

(m)

NUMBER OF
BEAMS

ASSUMED
BY MODEL

0-3.7 1

3.7 - 7.9 2

79-9.5 3

9.5-11 4

11 12.5 5

2.5 - 13.4 6

3.4 - 14.6 7

4.6 - 15.3 8

Figure 3. Example of LMSS Payload Mass vs Antenna Diameter,

10-Channel System, 0.8-GHz Band

increased antenna and antenna support structure mass. The optimum antenna
size increases as the total e.i.r.p. requirement increases (i.e., as e.i.r.p.c
x Nc increases). The discontinuities in Figure 3 can be explained as follows.
As the antenna diameter increases, the number of beams increases in integer
increments, thus changing the number of feeds and amplifiers, the number
of channels per beam, and the output backoff per amplifier. The model mass
tradeoffs also show that a lighter space segment (for a fixed e.i.r.p.) results
for L-band than for UHF. In the system tradeoffs that follow, the optimum

spacecraft antenna diameter is used.

Mobile terminal cost estimate model results

Figure 4 illustrates the UHF mobile terminal cost model based on equation
(4). Mobile terminal costs range from about $1,400 to about $3,500 depending
primarily on antenna gain, and to a lesser extent, output power and frequency
band. It is stressed that the cost data modeled here represent coarse preliminary

estimates.

Payload mass/terminal cost/system capacity tradeoff
results

System tradeoffs using the models described here have been made for a
number of possible system configurations. These include payload mass vs

mobile terminal antenna gain, and payload mass vs mobile terminal costs.

Figures 5 and 6 are examples of these tradeoffs.

3,000

2,500

2,000

1,500

1,000

1 3 5 7 9 11

MOBILE ANTENNA SUBSYSTEM GAIN
(MINIMUM FOV GAIN (dBi))

13

Figure 4. LMSS Terminal Cost Model vs Gain, 0.8-GHz Band

1011 I I I - I 1 1
-1 1 3 5 7 9 11 13

MOBILE TERMINAL ANTENNA GAIN (dBi)

Figure 5. LMSS Spacecraft Payload Mass vs Mobile Antenna Gain for a
50-Channel System , 0.8-GHz Band

The tradeoff results indicate that the assumed fading model (shown in
Figure 2) has a very large impact, especially for mobile terminal antennas
having gains below 2 dBi. This effect, when combined with the low cost
assumed for low-gain antennas, results in a fairly dramatic "knee" in the
mobile terminal cost vs space segment weight relationship. That is, if the
mobile antenna terminal can provide enough gain for multipath rejection at
and below horizon levels, then system performance is greatly enhanced,
either by permitting a smaller space segment, or by allowing a higher system
capacity.
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N N- N N N N N N en N T en

1o1
1,000 1.500 2,000 2,500 3,000 3,500

MOBILE TERMINAL COST ESTIMATE ($)

Figure 6. LMSS Spacecraft Payload Mass vs Mobile Terminal Cost for a

50-Channel System, 0.8-GHz Band

The tradeoff results also show the effect of the different voice modulations
assumed, as illustrated in Figures 5 and 6. In Figure 5, where mobile terminal
antenna gain is the abscissa, the three curves are generally approximately
parallel, except for minor irregularities, due to the fading model discontinuities
and to the coarseness in the power/space antenna size optimization. However,
in Figure 6, where cost is the abscissa, modulations requiring lower C/No

values yield little cost advantage for mobile antennas with low gain values.
That is, for mobile terminals with antennas having very low gains (<2 dBi),
more benefit is realized by a slight increase in antenna gain than by an

improved modulation.
Tables 4 through 6 show the results of LMSS tradeoffs. These tables

illustrate alternative system configurations that are possible with spacecraft

payloads of three different sizes:

a. an LMSS package with about the same mass as the INTELSAT V

Mes (maritime communications subsystem ) package, i.e ., about 70 kg;

b. an LMSS spacecraft (or package) with about the same payload mass
as the SBS spacecraft , i.e., about 228 kg; and

c. an LMSS spacecraft (or package) with about the same payload mass
as the INTELSAT v spacecraft , i.e., about 439 kg.

The mass values compared in these tables as well as the mass values given

above for the Mcs, sBS, and INTELSAT V space segments are for the

communications payload (including antennas and antenna support structures)

and the prime power subsystem required by the LMSS communications

payload.
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TABLE 5. SUMMARY OF LMSS PAYLOAD MASS /MOBILE TERMINAL COST/SYSTEM CAPACITY TRADEOFF RESULTS

(CASE 2: SBS COMMUNICATIONS PAYLOAD SIZE, 192-268 kg)

MOBILE TERMINAL PARAMETERS

NUMBER FREQUENCY

OF BAND

CHANNELS (GHz)

ANTENNA

GAIN MINIMUM

COST (Min RF

E,1N. ESTIMATE FOV) POWER

(dBHz) (S) (dBi) (W)

MASS*
(kg)

PAYLOAD PARAMETERS

ANTENNA PRIME

DIAMETER POWER

(m) (W)

e.i.r.p./

CHANNEL

(beam- NUMBER

edge) OF
(dBW) BEAMS

49 972 45.3 3

10 0.8 51 1,450 1.0 15.5 256
226

.
9 4 774 44.3 3

10 0.8 46 1,400 0.0 12.3 .
4 713 537 4

50 0.8 51 1,575 5.0 2.1 240

212

10.
89 613

.
36.3 4

50 0.8 46 1,400 2.0 1.8
227

.
10 4 670 36.8 4

50 0.8 40.5 1,350 0.5 2.0
243

.
410 713 33.9 4

100 0.8 51 1,750 7.0 0.9
210

.
89 586 32.5 4

100 0.8 46 1,550 5.0 0.8
0 266

.
11 3 711 34.8 5

8 40 5 3501 1.0 1. .
100 0. . ,

3 226 10 1 627 29.3 4

200 0.8 51.0 2,302 10.0 0.
217

.

89 609 28.9 4
200 0.8 46 1.750 7.0 0.3

238
.

10 4 662 29.8 4

8 540 4501 3.0 0.4 .
200 0. . ,

238 19 794 50.8 to

10 L6 51 1,500 1.0 17.2
211

.
28 726 41.2 8

50 1.6 51 1,650 6.0 2.3
227

.
8 2 828 41.8 8

50 1.6 46 1,400 2.0 2.7
192

.

67 686 40.3 7

50 1.6 40.5 1,375 1.0 2.2
245

.

19 791 39.4 to
1 6 51 7501 7.0 1.3 .

100 . ,
211 88 629 38.0 9

100 1.6 46 1,575 5.0 1.0
4 268

.
89 847 40.3 II

100 1.6 40.5 1,350 1.0 1. .
688 835 II

200 1.6 51 2,075 9.0 0.5 245

213

9.8
88 627

.
34.4 9

200 1.6 46 1,750 7.0 0.4 .
705 335 10

200 1.6 40.5 1,425 3.0 0.5 234 9.1 .

* Communications payload (including antenna and antenna support stmcture) plus prime power weight.

TABLE 6. SUMMARY OF LMSS PAYLOAD MASS/MOBILE TERMINAL COST/SYSTEM CAPACITY TRADEOFF RESULTS

(CASE 3: INTELSAT V COMMUNICATIONS PAYLOAD SIZE, 388-585 kg)

MOBILE TERMINAL PARAMETERS
PAYLOAD PARAMETERS

UMBER REQUENCY OST

ANTENNA

GAIN

(Min
MINIMUM

RF NTENNA RIME

e.i.r.p./
CHANNEL

(beam- UMBEROF

C
BAND EslN, ESTIMATE FOV) POWER MASS* DIAMETER POWER edge) OFHANNELS (GHz) (dBHz) (S) (dBi) (W) (kg) (m) (W) (dBW) BEAMS

50 0.8 51 1,400 1.0 6.4 562 14.6 2 029 45 3 750 0.8 46 1,375 0.0 6.1 506 13.4
,

1 916
.

44 3 6100 0.8 51 1,450 3.0 2.0 466 14.9
,

1 311
.

40 3100 0.8 46 1,350 1.0 2.0 466 14.9
,

1 311
.

40 3
8
8100 0.8 40.5 1,325 -1.0 1.9 216 14.3

,
1 298

.
39 8 7200 0.8 51 1,650 6.0 0.8 426 14.0

,
1 215

.
35 7 7200 0.8 46 1,375 2.0 0.9 454 14.3

,
1 334

.
36 3 7200 0.8 40.5 1,350 0.0 1.1 585 16.5

,
1 702

.
38 8 910 1.6 51 1,625 -1.0 3.4 419 11.6

,
1 551

.
55 8 1650 1.6 51 1,425 2.0 4.5 399 11.3

,
1 401

.
46 8 1550 1.6 46 1,400 0.0 6.1 560 13.7

,
1 897

.
49 8 22100 1.6 51 1,525 4.0 2.4 445 12.2

,
1 516

.
44 8 17100 1.6 46 1,375 1.0 2.8 500 12.8

,
1 729

.
45 8 19100 1.6 40.5 1,350 -1.0 2.6 472 12.5

,
1 618

.
45 3 18200 1.6 51.0 1,650 6.0 LO 425 12.5

,
1 313

.
41 2 18200 1.6 46.0 1,400 2.0 1.1 453 12.8

,
1 421

.
41 8 19200 1.6 40.5 1,350 1.0 0.9 388 12.2

,

1,138
.

40.3 17

* Communications payload (including antenna and antenna support structure) plus prime power weight.

N

Nw
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The mobile terminal RP power shown in these tables is the value required

to meet the stated EbIN„ on the mobile-to-base link. As can be seen, in many

cases this power is very low since the space-to-mobile down-link determines
the optimum LMSS space segment configuration. Thus, in an actual system
design, it would perhaps be preferable to use larger mobile terminal RP
amplifiers than those indicated in the tables to achieve a better margin in the
mobile-to-base-station direction. (This extra margin may be desirable because
talkers in mobile terminals are likely to be in environments with high noise

backgrounds.)

Conclusions

The purpose of this study has been to obtain parametric relationships
between spacecraft payload mass, mobile terminal characteristics, and system
capacity for a CONUS coverage LMSS, with emphasis on start-up systems. To
accomplish this objective, relevant aspects of LMSS systems, fading, mobile
terminal antennas, and modulation were surveyed, and the appropriate system

models developed.
The major results of this study have been presented in Tables 4-6, where

each row describes a separate sample system. These results describe a large
number of different start-up LMSS options, and illustrate tradeoffs among the

key system parameters.
Table 7 condenses the relationships obtained in this study by showing a

few sample LMSS configurations. The examples selected for this table
demonstrate quantitatively various combinations of spacecraft payload mass,
system capacity, mobile terminal antenna complexity, and modulation type.
As shown, the number of channels that a payload of a particular mass can

provide increases dramatically as the C/N0 , required by the modulation

technique is reduced, and as the gain of the mobile terminal antenna increases.
To summarize the principal conclusions of this study, the development of

voice modulation and coding techniques, such as ssu, ADM, or LPC, that

require small C/No values will have a large impact on LMSS design. Also,
the development of mobile terminal antennas having both a relatively high
gain and an ability to reject multipath interference will affect both the capacity
of an LMSS and the quality of service. Finally, the results of this study are
highly sensitive to the assumptions made regarding fading, especially for
mobile terminals having antennas with relatively low gains.
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Appendix A. LMSS spacecraft payload mass model and
link analyses

The text has described basic assumptions made for the payload mass model. Table
A-I is a key to the notation used in the description of the payload model.

TABLE A-1. NOTATION FOR SPACECRAFT PAYLOAD MASS MODEL. DESCRIPTION

ANALYSIS

NOTATION DEESN] rION

DSc Spacecraft (S/C) antenna diameter, m
e.i.r.p.c Beam-edge e.i.r.p. per channel required, dBW
NC Total number of satellite channels

WSC Total LMSS communications payload weight, including prime power system
mass, kg

Na Total number of beams required for CONUS coverage
Psc Total spacecraft package prime power, W

fB Frequency band, GHz (either 0.85 or 1.6)
G/T, Satellite G/T, dBi/K

Ks Added reflector mass factor for reflector structure
KR Mass of reflector per unit area, kg/m'

WREE Mass of reflector subsystem including support structure, kg
k Wavelength, to

TlA Spacecraft antenna efficiency factor

GSCBE Beam edge gain of spacecraft antenna, dBi

NC8 8 Number of channels per beam

BOocr Output backoff per RF amplifier, dB

Pca8 Required RF power per channel, dBW

PC Required RF power per channel, W
PRaa Required saturated RF power per amplifier, W

Wa Mass of electronics package including feeds, kg
qa DC-to-saturated RF power efficiency

Waw8 Mass of prime power subsystem, kg

Kra Per unit mass of prime power system, kg/W
WBS Base station link added mass, kg

T. Satellite receiver system noise temperature, K

LCm Feed and line RF losses, dB

PRE Power required by the receiver and electronics per beam, W

Reflector mass

The mass of the reflector and its support structure is modeled as

(I + K,) KRSTDsc
WRer = 4

where KR = 0.979 kglm2

Ks = 0.3.

kg (A-1)
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This relationship is based on the following considerations. The TDRSS 4.9-m
unfurlable antenna weighs 22.7 kg, and the ATS-F and ATS-G 9.1-m antennas weigh
81.8 kg. Assuming that reflector mass is proportional to projected area, the mass of
both of these antennas is close to 1.22 kg/m2. In equation (A-1) this factor, Ks, is
reduced to 0.979 because less surface tolerance and therefore fewer support ribs are
required at UHF and L-band, and because advances in the state of the art since the

ATS and TDRSS antennas should result in a slightly lighter design.
An additional 30 percent (K, = 0.3) has been added to the reflector mass in

equation (A-1) for the reflector support structure.

Number of beams

To provide coNUs coverage, the satellite antenna is assumed to produce a number

of contiguous equal size beams. Using the approximation that

beamwidth =
70

degrees
Dsclk

(A-2)

and that coNUS is approximately 6.5 ° X 3° from synchronous altitude yields the

following relationship for the number of beams to cover CONUS:

Ne = largest integer of [D_ 1790.5 ] +
I, Dsc -22.5

Ne=2

Ne=1,

10.8<Dsc< 22.5

0<Dsc-10.8 . (A-3)

This approximation is considered sufficiently accurate for mass modeling and closely

matches Figure 4-I1 of Reference A-I.

Antenna beam edge gain

The widely used approximation for the gain of a parabolic antenna is used with

3 dB subtracted to obtain beam edge gain:

Gsese: = 10 log,, (l07.6T1 iiD ) - 3 dBi

RF Amplifier output backoff

(A-4)

An SCPC FDMA system is assumed with one power amplifier per beam and an

approximately uniform channel distribution among all beams . Hence, the number of

channels per amplifier is assumed to be

Nc.s = NCINB . (A-5)

To keep intermodulation products at an acceptable level, it is necessary to operate

the output amplifiers backed off from saturation. The amount of backoff required
depends on both the number of carriers and the carrier frequency plan.

For mass modeling, it is assumed that a total bandwidth of 4 MHz is allocated,
and that each channel occupies 30 kHz. If it is assumed that the carrier-to-
intermodulation ratio, C/lM, is to be maintained at levels of 19 dB or greater, and
that judiciously selected frequency plans are used, than the following relationships
are obtained using a bound in Reference A-2 and other frequency planning consid-
erations:

BO, = 0 dB,

BO,u,. = 2 db,

BO,,,,, _ (1.003)"cue fn (0.75Nc,e),

Required saturated RF power per amplifier

From link considerations,

Peas = e.i .r.p.c - G,CBL + LQra

where Lff, is assumed to have a value of 0.8 dB,

Pc = l0°ka"° W
and

P8PS = PcNos I(BOOu°,O W

Electronics package and feed mass

Noe = 1

2-s: Ncre:5 9

Nc,e - 10 .

dBW

(A-6)

(A-7)

(A-8)

(A-9)

From data on the INTELSAT Mes package, and from Reference 12, the following
expression has been derived to approximate the mass of the LMSS electronics package
and feeds:

WE = 2.2 N8[12.3 - 2.67 fe + 0.4 P,,j kg,
0.8<f„<1.7GHz .

(A-10)

This expression includes the weights of the radiating feed elements, LNAS, diplexers,
power amplifiers, filters and converters, interconnect cabling and electronics, thermal
control, and structure and integration structure.

Required prime power and prime power subsystem mass

The DC-to-RF efficiency at saturation assumed for the power amplifiers is

T1r = 0.3 + 0.1 1BOO°`l , 0 s BOour < 8 dB (A-11)4

This models a solid-state amplifier or a multicollector TWT whose equivalent saturation
efficiency improves with increasing output backoff.
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The total prime power required for the LMSS package is assumed to be

_ PR"PSC + PRE Na W
TIP

(A-12)

where PRE is assumed to be 4 W.
The mass of the portion of the spacecraft prime power subsystem devoted to the

LMss package is

WPwR = KPPPsc kg - (A-13)

In this analysis, KPP is assumed to be 0.091 kg/W. This assumes a body-stabilized

spacecraft with full eclipse power.

Total LMSS package mass

The total LMss package mass is

Wsc = W,,, + WE + WPWR + WR5
kg . (A-14)

In this analysis, Was is assumed to be only 4.5 kg, since it is assumed that the

spacecraft already has fixed satellite frequency band transponders, and that the LMSS

portion of the fixed satellite frequency traffic will be very small.

Satellite GPI'

The satellite receiving system noise temperature, based on a survey of the state of

the art and forecasts of future performance capability, is assumed to be

To = 25 fa + 450, Kelvin

The satellite GIT at beam edge is

GIT5 = GscBE - 10 login (Tvs)

(A- 15)

(A-16)
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which corresponds to free space loss at a 15° elevation angle. The fading loss, Lr0,,,
model used is the one given in Figure 2.

TABLE A-2. NOTATION FOR DOWN-LINK ANALYSIS

ANALYSIS

NOTATION DEFINITION

e.i.r.p.c Required satellite e.i.r.p. per channel, dBW
C/N0 Required C/N,, dBHz

LPL Path loss, dB

Lr.ae Fading loss, dB

GMT Mobile terminal antenna gain, dBi

TMT Mobile terminal system noise temperature, K
fa Frequency band, GHz

The mobile terminal system noise temperature used in this study is assumed to be
600 K. This is consistent with that used in other studies, although some studies use
a more conservative noise temperature figure (900°) to allow for high background
noise levels (from ignition systems and other interference sources).

Uplink analysis

In this study, the required mobile terminal output power is computed as a function
of satellite antenna gain. However, if this value exceeds 50 W, the mobile terminal
power is fixed at 50 W, and the required satellite antenna diameter is computed.
Otherwise, as discussed previously, the antenna gain that minimizes satellite mass is
used in the model.

Using the notation defined in Table A-3, the mobile terminal's required output
power is computed as

PMT = I0(O zt'e, la) W (A-19)

TABLE A-3. NOTATION FOR MOBILE TERMINAL RF POWER COMPUTATION MODEL

ANALYSIS

Downlink analysis NOTATION DEFINITION

The required per-channel satellite e.i.r.p. for the satellite-to-mobile terminal link C/No Required C/N0,, dBHz

is

e.i.r.p.c = C/N„ + LPL + Lja, - GWT + TM,

fa

Doe

Mobile terminal antenna gain, dBi
Frequency band, GHz
Spacecraft antenna diameter, m

- 228.6 dBW . (A-17)
PMT

L„n
Mobile terminal power amplifier output, W
Mobile terminal antenna feed loss, dB

The notation for this equation is defined in Table A-2, and

PMIDB
Lr,&

PMT, dBW
Fading loss, dB

GSCBE Beam edge gain of S/C antenna, dBi

(A-18)1 + 20log= 183L
f

Tln
LPL

Spacecraft antenna efficiency factor

Path loss, dB. lo 0PL 85 /
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where
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PI,, = CIN, + LMT - GMT + Lrad, + I'VL - GscAE

+ 10 log,, Tss - 228.6 dBW

LMT=0.5dB

Lr,ec and L,L are defined in the previous section, and

T53 = 25 fr, + 450 Kelvin

GSCen = l0log,o (107.6 q D'sc) - 3 dBi

(A-20)

(A-21)

(A-22)

(A-23)

To compute the required spacecraft antenna diameter when PMT is set at a fixed

level (50 W), equations (A-20) and (A-21) are solved for Dsi,.
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CTR Notes

A derivation of the boundary of the glistening region
for rough surface scatter

D. L. BRANDEL AND L. KLEIN

(Manuscript Received November 23, 1983)

The well-known text by Beckmann and Spizzichino I I] provides an expression for
the boundary contour of the glistening region that results from reflection from a rough
planar surface. This expression, given in equation (53) on page 276 of Reference I,
contains a typographical error. This note is intended to provide a derivation for the
correct expression.

The coordinate system for the discussion is shown in Figure I. The point P is on
the planar surface and is defined by the coordinates

u = angle (OX, OP)
v - angle OPR.

The equation of the boundary is obtained by using the angle (3 between the bisector
of the angle TPR and the vertical . One terminal , assumed to be the transmitter (T),
is at infinity in a direction lying in the xz plane and making an angle 7 with the x
axis. The origin 0 is chosen so that the receiver (R) lies on the z axis at height It
above the planar surface.

The unit vector in the direction from P to R is given by

arx= -icos vcos u-]cos vsin u +k sin v

D. L. Brandel was Director of Service Development, Maritime Services,
World Systems Division. He is currently Program Manager for the Advanced
Communications Technology Satellite Program in NASA's Office of Space
Science and Applications.

L. Klein is a Communications Systems Analyst in the Communications
Systems Analysts Department, World Systems Division.
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z

Figure 1. Reflection Geometry

where i, j, k are unit vectors in the x, y, z directions, respectively. Similarly, in the

direction from P to T, the unit vector is

ap,=iCos y+ksin y

The bisector of angle TPR is given as

apR + aP,

apfl

aPR + CPTI

where apR + ap, = i(cos 'y - cos V cos U)

- j cos v sin u + k(sin v + sin y)

Then,
Cos [3= ap, - k

sin v + sin y

D2

where D = cost y - 2 cos y cos v cos u + cost v + sin'v

+ 2 sin v sin y + sin' y .

Substituting I - sine [3 for cost [3 yields

cosy - 20 - sin' P) cosy Cos vCos u

+ cos 2 v - sin' Q(cos2 y

+ sin 2y +cos2 v + sine v + 2 sin v sin y) =0

CTR NOTE: BOUNDARY OF GLISTENING REGION 167

Solving for u and substituting cos' (3 for I - sin 2 (3,

2 cos It =
cost y cos' 0 + cos' v cost [3 - sine p(sin2 y + sin' v + 2 sin v sin y)

cos' [3 cos y cos v

Dividing out terms and substituting (30, which is the value of (3 on the boundary of
the glistening surface, and which is defined in terms of surface roughness parameters
[see equation (8) on page 251 of Reference I], yields the desired result:

2 cos u =
cos v + cos

y - tan 2 Ro `sin y + sin v)'

cosy cos V cosy cos v

This expression differs from that given in Reference I in that the numerator of the
final term is squared.
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Geosynchronous Satellite Log

CARL H. SCHMITT

(Manuscript received March 5, 1984)

This note provides lists of current and future geosynchronous satellites for the
Fixed Satellite Service (Fss), the Maritime Mobile Satellite Service (MMss), and the
Broadcasting Satellite Service (BSS). Satellites in the Space Research Service (SRS)
are listed only when their frequencies overlap those of satellites in the other services.

Future satellites are listed when information has been published by the International
Frequency Registration Board (IPRn), or when satellite construction has commenced.
The lists are ordered along increasing East longitude orbit position and update the
previously published material [I] through December 1983.

Table I lists the satellites that are operating as of late December 1983, or satellites
that may be capable of operating. Satellites being moved to new orbital positions are

shown at their planned final positions for 1984, unless another satellite occupies the
position. Refer to the remarks column for further information.

Table 2 lists newly proposed and replacement satellites and their currently planned

orbital positions. Additional technical characteristics may be found in the wnri circulars
referenced, as published weekly in the circular's special sections [2] or obtained from
the country or organization given.

Table 3 is the key to the frequency bands used in Tables I and 2. It also shows
the service allocations and the applicable tTU region when the band is not allocated

worldwide. The author invites inquiries and comments, and would appreciate receiving
information on newly planned satellite networks as they become available.

References

[I] C. H. Schmitt, "Geosynchronous Satellite Log," COMSAT Technical Review,
Vol. 13, No. 1, Spring 1983, pp. 193-204.

[2] /FRB Circulars, ARIL/A/ or /C/ and SPAIAA/ or AJ/, The International
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TABLE 1. IN-ORBIT GEOSYNCHRONOUS SATELLITES FOR FIXED, BROADCAST, AND MARITIME-MOBILE SERVICES,

LATE DECEMBER 1983

Subsatellit

Longitudes

5-E

22.9-E

33.9°E

41.6°E

50.8-E

52.5-t

55.6'E

57-E

60°F.

62.7°E

62.9-E

Launch Date

11 May 1978

16 June 1983

1a Oct 1983

26 Nov 1992

21 Aug 1983

21 Feb 1980

1, March 1942

26 June 1981

29 Jan 1911,

23 May 1981

18 March 1981

28 Sept 1982

Satellite country or

Designation Organization

O'B5 2 ESA

F.UTFLSAT I EUTELSA'

(F-1)

IN'PHL>AT V INTELSAT

(F-7)

RADUGA 11

RADUGA 13

RADUGA 6

USSR

USSR

USSR

GORIZON'P 5 USSR

EKRAN 7 USSR

INTELSAT IV-A INTELSAT

(F-2)

INTELSAT V INTELSAT

(F-I)

RADUGA 8 USSR

INTELSAT V INTELSAT

(F-5)

Fwlction

Up/DOwn-
Link

Frequency

(GHZ)

Remarks

ESE, BSS 14/11

FSS

FSS

ISS

FSS

FSS

BSS

FSS

FSS

FSS

FSS

MMSE

Experimental

Designated EC5 1 before

acceptance by EUTELSA'I

6,14/4,11 Drifting to 60°E to replace

INTELSAT V (F-1), which will

be relocated to 57°E

6/4

6,14/4,11

1.6,6/1.5,4

65-E 26 Aug 1977 SIRIO I Italy RSS UHF 17
71.3-E 21 Feb 1979 EKRAN 3 USSR BSS

, /12b,UHF

6/UHF

72.5-E ItJ June 1976 MARISAT 2 US-COMSAT

General
MMSS 1.6,6/1.5,4

73.4°E 30 Aug 19,31 INSA'P 1B India FSS 6/4

77°E 11 March 1977 PALAPA A-2 INDONESIA FSS 6/4
83.1°E 7 July 1976 PALAPA A-I INDONESIA FSS 6/4

84.4-E 9 Oct 1951 RADIILA 10 USSR FSS 6/4

85.3°E 8 April 1983 RADUGA 12 USSR FSS 6/4

87.3°E 3u Nov 1983 GORIZONT 8 USSR FSS 6,8/4,7

89.1-E 6 . Ally 1979 GORIZONT 2 USSR FSS 6 8/4 7
89.5°E 20 Oct 1982 005120NT 6 USSR FSS

, ,

6 8/4 7
90.5-E 26 Dec 1980 EKRAN 6 USSR RSS

, ,

6/UHF

95.5°E 30 July 1981 RADUGA 9 USSR FSS 6/4
96.4°F. 16 Sept 1982 EKRAN 9 USSR RSS 6/UHF
97.1-E 30 Sept 1983 EKRAN 1 1 USSR BSS 6/UHF

98.S'F 12 March 1983 EKRAN 10 USSR
6/UHF'

98.7°E 5 Feb 1982 EKRAN 8 USSR PSI 6/UHF

110°E IN July 1978 RADUGA 4 USSR FSS 6/4
114.7-E )5 Dec 1977 SAKURA (C.S.) Japan-NTT

and NASDA
155 6,30/4,20

Indian Ocean Region--s pate; t0

be retired to 356°E when re-

placed by INTELSAT V (F-1)

Indian Ocean Region--primary;

INTELSAT V (F-]) to arrive

mid-February

Indian Ocean Region--Major

Path 1; contains Maritime

Communications System package

Experimental

INMARSAT Indian Ocean Region--

spare; also carries UHF

capability

Experimental

0



TABLE 1. IN-ORBIT GEOSYNCHRONOUS SATELLITES FOR FIXED, BROADCAST, AND MARITIME-MOBILE SERVICES,

LATE DECEMBER 1983 (CONT'D)

Subsatellite

Longitude

Function

Up/DUwn-

Link

Frequency

( GHS)

F5S 6,30/4,20

FS5 6,30/4,20

FSS 6/4

Remarks

Pacific ocean Region--primary

176.6°E 14 Oct 1976 MARISAT 3 US-COMSAT
WAS 1.6,6/1.5,4 Pacific Ocean Maritime

(F-2) General satellite; leased to INMARSAT;

also carries UHF capability

Launch Date
Satellite country or

Designation Organization

131.5°E 4 Feb 1983 CS 2A Japan

136°E 5 Aug 1983 CS 2B Japan

173.9°E 31 March 1978 INTELSAT IV-A INTELSAT

(F-6)

178.9°E 7 Jan 1978 INTFLSAT IV-A LNTELSAT F55 6/4 Pacific Ocean
Region--spare

(F-3)

216.8°E 26 Oct 1982 SATCOM V (F-5) US-Alaacom, FSS 6/4

(143.2°W) AURORA Inc.

220.8°E 11 April 1983 SATCOM VI US-RCA FSS 6/4

(139.2°W)

225.8°E 28 June 1983 GALAXY 1 US-Hughes FSS 6/4

(134.2°W)

226.5°E 13 Dec 1975 SATCOM I [IS-RCA FSS 6/4

(133.5°W) (F-1)

229°E 21 Nov 1981 SATCOM IIIR US-RCA FSS 6/4 On 2 258 drifting 3.5'E/day

(131°W) (F-3R)

230.1°E 25 Feb 1979 RADUGA 5 USSR F55 6/4

(129.9°W)

232.9°E

(127.1°W)

237°E

(123°W)

240.8°E

(119.2°W)

242.4°F.

(117.6°W)

246°E

(114°W)

251°E

(109°W)

253.5°E

(106.5°W)

255°E

(105°W)

255.4°F.

(104.6°W)

260°E

(100°W)

261°E

(99°W)

263°E

(97°W)

263.9°E

(96.1°W)

21 Feb 1181

9 June 1982

26 March 1976

12 Nov 1982

7 May 1975

16 Dec 1978

5 Nov 1967

18 June 1983

26 Aug 1982

15 Nov 1980

26 Feb 1982

24 Sept 1981

2R July 1983

CDMSTAR 4

WESTAR 5

SATCOM It

(F-2)

ANIK C3 (E)

ANIK 3

(A-3)

ANIK E1 (4)

AT5 3

ANIK C2

ANIK DI

585 I

WESTAR 4

SAS 2

TELSTAR 3A

US-COMSAT

General

US-Western

Union

[IS-RCA

Canada-

T EL ES AT

Canada-

T EL ESAT

Canada-

TELESAT

US-NASA

Canada-

TELESA'T

Canada-

TELESAT

US-Satellite

Business

Systems

US-Western

Union

US-Satellite

Business

Systems

[IS-AT&T

FSS

FSS

FSS

FS5

155

PIS

6/4

6/4

6/4

14/12a

6/4

6,14/4,12a

Experimental UHF,6/ UHF,7,4

FSS

FS5

FSS

ESP

FS5

FSS

(4/12a

6/4

14/12a

6/4

14/I2a

6/4 At 262.9°E (47.10W) on

20 Dec 1983



TABLE 1. IN-ORBIT GEOSYNCHRONOUS SATELLITES FOR FIXED, BROADCAST, AND MARITIME-MOBILE SERVICES,

LATE DECEMBER 1983 (CONT'D)

Subsatellite

Longitudea
Launch Data

Satellite Country o r

Designation Organization

USSR

Remarks

265-E 11 Nov ,982 SRS 3 US-Satellite F55 14/12a At 263.9°E at end of 1983

(95°W)

INTELSAT IV INTELSAT

(F-3)

269-E 10 Aug 1979 WESTAR 3 Us-western F55 6/4

(91"W) Union

273-E 29 Tune 1978 COMSTAR 3 US-COMSAT FSS 6/4

(87-W ) General

275.9-E 16 Jan 1982 SATCOM IV US-RCA F55 6/4

(84.1°W)

279.8°E 10 Oct 1974 WESTAR 2 115-Western FSS 6/4

(80 .
2-W) union

284-E 13 May 1976 COMSTAR I US-COMSAT FSS 6/4 Colocated for operational

( 76-W ) General reasons

284-E 22 July 1976 COMSTAR 2 US-COMSAT ISO 6 /4 Colocated for operational

(76'W ) General reasons

284.9-E 22 Sept 1983 GALAXY 2 OS-Hughes FSS 6/4

(75.1°W)

288-E 0 Sept 1983 SATCOM TIN US-RCA FSS 6/4 Operational 29 Nov 1983

(72°W) (VII)

307°E 22 May 1975 INTELSAT IV INTELSAT FEE 6/4 Atlantic Ocean Region

(53°W) (F-1)

317-E

(43°W)

319'E

(41 'W)

320.6-E

(39.4°W)

325.5°E

(34.5°W)

329-H

(31 'W)

332.5-E

(27.5°W)

333-E
(27°W)

335.4-E
(24.6°W)

335.8'E

(24.2°W)

338.5°E

(21.5°W)

341.6°S

(1 H. 4'W)

20 Dec 1971

5 April 1983

23 Aug 1973

6 Dec 1980

26 Sept 1975

4 March 1982

20 Dec 1981

15 Dec 1981

S Oct 1980

25 May 19 7

IT May 1983

TDRS East US-NASA

US-Systematics

INTELSAT IV INTTELSAT
(F-7)

INTELSAT V

(F-2)

Business

Systems

INTELSAT

INTELSAT IV-A INTELSAT
(F-1)

INTELSAT V INTELSAT
(F-4)

MARECS-A INMARSAT

INTELSAT V INTELSAT

(F-3)

RADUGA 7

(STATSIONAIR 8)

USSR

INTELSAT IV-A INTELSAT

(F-4)

INTELSAT V INTELSAT

(F-6)

344.9-E 30 June 1983 GORIZONT 7
(15.1°W)

345.4 'S 19 Feb 1976 IMRISAT I
(14.6'W)

346.2'S 14 June 1980 GORIZONT 4

(13.8°W)

Function

FSS

SRS

F55

6/4

2,15/2.2,13

6/4

F5S 6/4

F5S 6,14/4,11

FSS 6/4

FSS 6,14/4,11

MMSS 1.6,6/1.5,4

PER 6,14/4,11

F5S 5,6/3

FSS

F.SS

6/4

6,14/4,11

MMSS 1.6,6/1.5,4

FSS

Up/Down-

Link

Frequency

(GHZ)

6,8/4,7

US-COMSAT MMSS UHF 1.6,6/

General

USSR

UHF 1.5,4

PAS 6,8/4,7

Retired from operational

serviceb

Retired from operational

serviceb

Atlantic ocean Region--Major

Path 1

Atlantic Ocean Region

Atlantic Oc ean Region--spare

INMARSAT Atlantic Ocean Recion

Atlantic Ocean Region--primary

Operates below INTELSAT V

frequencies

Atlantic Ocean Region--;pare

Atlantic Ocean Region--Major

Path 2; contains Maritime

Communications System package



TABLE 1. IN-ORBIT GEOSYNCHRONOUS SATELLITES FOR FIXED, BROADCAST , AND MARITIME -MOBILE SERVICES,

LATE DECEMBER 1983 (CONT'D)

Subsatel I ite

111 "Idea
Launch Date

Satellite

Designation
Country or

Organization
Function

Up/Down-

Link

Frequency
Remarks

IGHZI

348.8-E 27 Aug 1975 SYMPHONIE 2(B) France/ SRS 6/4 Experimental;

(11.2'W) Germany 4.7° rrelrnatton

359°E 21 Nov 1974 INTELSAT IV INTELSAT FSS 6/4 Atlantic Ocean Region

(1'S) (F-B)

.The list of satellite longitudes w ompiled from the best information a ailable.

bRetired INTELSAT satellites are located between 1° and 7°E or 316' and 322°E. Operations are limited to telemetry and

command.

TABLE 2. PLANNED GEOSYNCHRONOUS SATELLITES FOR FIXED, BROADCAST, AND MARITIME-MOBILE SERVICES,

LATE DECEMBER 1983 (CONT'D)

Subsa tellite Launch Satellite Country o r

Up/DDwn-
Link IFRB Circular or

Longitude Date Designation Organization
Function

Frequency Other References

1-E 19115 GUN, 5 Luxembourg FSS/BSS

(GHZ)

6.5-7 , 14/11,12b AR1 I /A/93/1594

4°E 1999 TELECOM 1C France FSS/BSSa 2,6,8,14/ 2.2,4, AR11 /A/29/1339

7,12b, 12d AR11/C/157/1598,

AR11/C/131/1594

5-E 1985-86 TF,LE-X Norway, Sweden FSS/BSS 30,17/2,12b,20 AR11/A/27/1535

7°E 1994 EUTELSAT 1-3 France FSS/BSS 14/11,12b,12d AR11/A/59/1578

7°S. 1987 F-SA? 1 France FSS 2,14,30/12d,20 AR11/A/79/1587
10°E 1984 EUTELSAT 1-2

(.Spare)
ranee FSS/BSS 14/11,1 Zb,12d AR11/A/61/1578

IC°F. 1986 APEX France BSS/FSS 30/2,4,20,40,90 AR11/A/62/1578

12-E unkm>wn PROGNOZ 2 USSR SRS -/3,4 SPA-AA/317/1471
13-E 1984 EUTELSAT 1-2 France FSS/BSS 14/11,126, 121

SPA-AJ/328/1492,

AR11/A/61/1 57851589&1582
14°E Unknown Nigerian

National

System

Nigeria FSS 6/4 SPA-AA/209/1346

15°E 1986 AMS 1 Israel FSS 6,14/4,11 AR11/A/39/1554,

AR11/B/30/1593

15-E 1986 AMS 2 Israel FSS 6,14/4,11 ARI I/A/39/1554

16-E 1987 SICRAL IA Italy P53 8,14a,43/7,12d,20, ARI l/A/44/1588
43

17-E 1984 SAGS Saudi Arabia BSS 14/11
SPA-AA/235/1387

19-E 1985 GEL 6 Luxembourg FSS,BSS 6.5-7,14/11,12d AR11/A/94/1594
19-E 1984-85 ARABSAT I Arab League FSS/BSS 6/4,2.5

SPA-AJ/172/1388

RES-33/C/1/7597
20-E Unknown Nigerian

National

System

Nigeria FSS 6/4
SPA-AA/209/1346

22°E 1987 SICRI,L 1B Italy MMSS/FSS UHF,8, 146, 43/7, AR11/A/45/1557
12d,20

,
AR11 /A/45/1588

a



TABLE 2. PLANNED GEOSYNCHRONOUS SATELLITES FOR FIXED, BROADCAST, AND MARITIME-MOBILE SERVICES,

LATE DECEMBER 1983 (CONT'D)

Up/Dswn-

Subsa Celli to Launch Satellite Country or LinkFunction
Longitude Data Designation Organization Frequency

(GHZ)

IFRB Circular or

Other References

23.5-E

26-E

26-E

28.5-E

32°E

34-E

35.2

38-E

40°F,

41'E

41-E

45-E

45-E

1987

1984-85

Unknown

1987

1987

Unknown

Unknown

1986

19113-84

unknown

1986

Unknown

Unknown

DES 1

ARABSAT IT

ZOHREH 2

DFS 2

VIDEOSAT 1

ZOHREH 1

PROGNOZ 3

PAKSAT I

STATSIONAR 12

ZOHREH 4

PAKSAT 2

VOLNA 3

LOUTCH-P2

Germany

Arab League

Iran

Germany

France

Iran

USSR

Pakistan

USSR

Iran

Pakistan

USSR

USSR

FSS

FSS/BSS

FSS

FSS

B55

FSS

SRS

P55

PSS

FSS

F55

MUSS

FSS

2,14,30/22,11,

12d,20

6/4,2.5

14/11

2,14,30/11,12d,20

14/2,125

14/11

-/3,4

14/ 11,12d

6/3

14/11

14/12d

UHF,1.6/1.5,WHF

14/11

AR11 /A/40/I556

SPA-Ad/173/1388,

RES 33/C/2/1597

SPA-AA/164/I278

SPA-AJ/76/1303

ARI1/A/41/1556

AR11/A/80/1588

SPA-AA/163/1278

SPA-AA/318/1471

AR11/A/90/1592

SPA-AA/271/1425,

AJ/304/1469

5PA-AA/203/1330

AR11/A/91/1592

SPA-AA/274/1425

5PA-AA/178/1289

SPA-AJ/122/I340

47°E Unknown ZOHREH 3 Iran F55 14/11
SPA-AA/1 65/I 278

53'E unknown LOUTCH 2 USSR FSS 14/11 SPA-AJ/85/I318

Leased to Intersputnik
57°E 1987 IN'PF,SA'T VI

(IND 2)
INTELSAT FSS 5,6,14/3,4,11 AR11/A/72/1584

57-E 1984 INTELSAT V-A

(IND 2)
INTELSAT FSS 6,14/4,11 AR11 /A/68/1580

57-E 1984 INTELSAT V

(IND 3)
INTELSAT FSS 6,14/4,11 SPA-AA/262/1423

INTELSAT MCS

(IND C)
INTELSAT MMSS 1.6,6/1.5,4 SPA-AA/274/1425

60-E 1984 INTELSAT V-A

(IND 1)
INTELSAT FSS 6,14/4,11 ARI1/A/67/I580

60-E 1987 INTELSAT VI

(IND 1)
INTELSAT FSS 5,6,14/3,4,11 ARI1/A/71/I584

64.5-E Unknown MARECS

(IND 1)
INMARSAT (F) MMSS 1.6,6/1.5,4 SPA-AJ/243/1432

66-E 1984 INTELSAT IV-A

(IND 1)
INTELSAT FSS 6/4

SPA-AA/82/1182/52/1162

66-E 1984 INTELSAT V

(IND 4)
INTELSAT 555 6,14/4,11 SPA-AA/253/1419

INTELSAT MCS

(IND D)-;pare
INTELSAT MEN 1.6,6/1.5,11 SPA-AA/275/1425

70-E 1984 STW 2 China, Pepsi"

Republic of
FSS 6/4 SPA-AA/142/1255

73-E Unknown MARECS

(IND 2)
INMARSAT (F) MESS 1.6,6/1.5,4 AR11/D/3/155,

80-E 1984 STATSIONAR 13 USSR SEE 6/4
SPA-AA/276/1426

SPA-AJ/305/1469



TABLE 2. PLANNED GEOSYNCHRONOUS SATELLITES FOR FIXED, BROADCAST, AND MARITIME-MOB[LE SERVICES,

LATE DECEMBER 1983 (CONT'D)

Up/DOwn-
IFRB Circular or

Subsatellite

Longitude

Launch

Date

Satellite Country or

Designation Organization
Function

Link

Frequency

(GHs)

Other References

800E Unknown POTOC 2 USSR FSS 6/4 SPA-AA/345/1485

B5°E unknown LOUTCH P3 USSR FSS 14/11 SPA-AA/179/I289

SPA-AJ/123/1340

85°E unknown VOLNA 5 USSR MESS UHF,1.6/1.5,UHF SPA-AA/173/1286;

SPA-AJ/100/1329

900E Unknown LOUTCH 3 USSR FSS 14/11 SPA-AJ/86/1318

900E Unknown VOLNA 8 USSR MMS5 1.6/1.5 SPA-AA/289/1445

AR11/C/15/I589

95,5 1985 CSDRN USSR SRS 15/10,11,13 SPA-AA/342/1484

99°E Unknown STATSIONAR-T USSR FSS/BSS 6/UHF RES-SPA2-3-AA2-1153

990E Unknown STATSIONAR-T2 USSR FSS/BSS 6/UHF RES-SPA2-3-AA10/1426

SPA-AJ/316/1473

108-E Unknown PALAPA-B1 Indonesia FSS 6/4 SPA-AA/197/1319

1100E 1984 AS 2 Japan TCSJ BSS 2,14/12b,2 SPA-AA/305/1459

ARII/C/10/1556

1100E 1985 AS 2 Japan BSS 2,14/12b,2 Spare in Orbit

1130E 1984 PALAPA-B2 Indonesia FSS 6/4 SPA-AA/198/1319

118°E 1984 PALAPA-B3 Indonesia FSS 6/4 SPA-AA/196/1319

125-E 1984 STW I China, Peoples

Republic of
FSS 6/4 SPA-AJ/ 240/1431

128°E 1984 STATSIONAR 15 USSR FAA 6/4 SPA-AA/273/1425

SPA-AJ/307/1469

1350E unknown cSE Japan (KATSURA) BSS 6,20/2,4,30 SPA-AJ/ 19/1226
1400E unknown LOUTCH 4 USSR FSS 14/11 SPA-AJ/87/1318
1400E Unknown STATSIONAR 7 USSR FSS 6/4

SPA-AJ/31/1251

145-E 1987 STATSIONAR 16 USSR PAS 6/4
AR11/A/76/159351586

1560E 1985 AU.SSAT 1 Austral (OTC) FSS/BSS 14/12b RES SPA2-3/AA/12/1456,

115/1575 ,

SPA-AA/372/1575

1600E 1985 AUSSAT 2 Australia (OTC) F55/85S 14/12b RES SPA2-3/AA/13/1456,

116/1575,

SPA-AA/373/1575,

RE533/B/1/1583

1650E 1985 AUSSAT 3 Australia (OTC) FSS/BSS 14/12b
RES SPA2-3/AA/14/1456,

117/1575,

SPA-AA/374/1575

1730E 1984 INTELSAT V

(PAC I)
INTELSAT FSS 6,14/4.11 AR11 /C/170/1600

1730E 1987 INTELSAT V-A

(PAC 1)
INTELSAT FSS 6,14/4,11 AR11/A/65/1580

176-E 1986 INTELSAT V

(PAC 2)
INTELSAT FSS 6,14/4,11 AR11/A/ 81/1588

SPA-AA/255/1419

1760E 1987 INTELSAT V-A

(PAC 2)
INTELSAT FSS 6,14/4,11 AR11/A/66/1580



TABLE 2. PLANNED GEOSYNCHRONOUS SATELLITES FOR FIXED, BROADCAST, AND MARITIME-MOBILE SERVICES,

LATE DECEMBER 1983 (CONT'D)

Subsa[e lli to

Longitude

launch

pate

Satellite Country or Function

no,,,cat,nn organization

Up/DOwn-

Link

Frequency

(GHu)

IFRB Circular or

Other References

C

177.5°R 1984 MARECS e INMARSAT ( F)

(PAC 1)

MM55 1.6,5 /1.5,4 SPA-AA/220/1353 C)

179-E 1984 IN'TELSAT V INCELSAT FSS 6,14/4,11 SPA-AJ/377/1511

(PAC 3)
SS 6/).5,41 6 SPA-AA/332/1476

INTELSAT MCS INTELSAT MM . ,
SPA/AJ/477/1517

189°E 1964-85

(PAC A)

TORS West USA-NASA/SPACECOM SRS 2,15/2.2,13
AR1A1/C/47/15601

O

(171°W) See FCC Filing Dl
USA-SYSTEMAT. GEN FSS 6/4 [11

190°E Unknown LOUTC11-P4 USSR FSS 14/11
SPA-AJ/124/134O

A

Z

(170°W)
C

6/4 SPA-A2/ 64/1280 te
190°E

(170°W)

Unknown STATSIONAR 10 USSR FSS
A

190°E Unknown VOLMA 7 USSR MMSS IJHF,I .6/1.5,UHF SPA-AA/175/1286 H

(170°W) Z

192°2 Unknown POTOR 3 USSR
FSS 6/ 4 SPA-AA/ 346/1485 C)

(168°W) 00

200°E 1985 ESDRN USSR
SRS 15 /10,11,13 SPA-AA/343/1484

A

(160°W)

214°E 1985 AMIGO 2 Mexico
ASS 17/ 12b RES 33/A/2/I560

(146°W)

215°E Unknown ILHUICAHUA 4 Mex1Co FSS 6,14/4,12a AR1I/A/25/1533

(145°W)

219°E

(141°W)
1986 ILHUICAHUA 3 Mexico FSS 6,14/4,12a AR)1/A/24,1533

224°E

(136°W)
1985 AMIGO 1 Mexico BSS 17/12b RES 33/A/I/1560

241°E

°
1904 SPACENET-I US - GTE FSS 6 14 4 2(119 W) , / ,1 a AR11/A/10/15256ADD-1/

1548
243.5°E

(11 °

1985 ILHUICAHUA 2 Mexico FSS 6 14/4 12a6.5 W) (MORELOS)
, , AR)I/A/30/1540

246°E

°
1984 TELESAT O2 Canada-TELESAT FSS 6/4(114 W) (ANIK) SPA-AA/358/1500

246.5°E

( °

1985 ILHUICAHUA 1 Mexico FSS 6 14/4 12a113.5 W) (MORELOS)
, , AR)I/A/28/1539

247.5°E

°
1984-85 ANIK C1 Canada-TELESAT FSS 14/I2a(112.5 W) TELESAT

253.5°E

(106.5°W)
1987 MSAT Canada FSS/MMSS UHF-EHF/UHF-EHF AR1 l/A/55/1563

254°E

°
1985 GSTAR-I US-GTE F5S 14/I2(106 W)

Satellite
a AR11/A/14/1525,&

-ADD-1/1548
257°E

°
1986 GSTAR-II US-GTE FAG 14/12(103 W)

satellite
a AR)1/A/15/1525,6

-ADD-1/1548
259.2°E

°
1987 STC-ECSA US-Satellite BSS 1 7/1 2b(100.8 W)

lp levision Corp.
Satellites under
construction by RCA

266°E

°
1984 USASAT 6C US FSS 14/12( 94 W) a AR)l/A/35/1553

273°E

°
1984 TELSTAR-III B US-AT&A ENS 6 4(87 W) / ARI I/A/9/1524

277°E

3°(
1988 STSC 1 Cuba F5S 6/4W)8 AR11/A/58/1578

C



TABLE 2. PLANNED GEOSYNCHRONOUS SATELLITES FOR FIXED, BROADCAST, AND MARITIME-M OBILE SERVICES,

LATE DECEMBER 1983 (CONT'D)

Up/Down-

Subsatellite Launch satellite country or tion Link IFRB Circular or

Longitude Date Designation Organization Func Frequency Other References
(GHz)

281'F 1984-85 TOSS Central USA-NASA/SPACECOM SRS 2,15/2.2,13 SPA-AA/233/1381

(79"W) USA-SYSTEMAT. GEN FSS 6/4 FCC Filing by

Systematics Gen

281'E

(79°W)

284.6'E

(75.4°W)

284°E
(75 "W)

286'E

(74°W)

290-E

(7o°W)

1984

1986

1986

1986

1985

1985

USASAT 7D

SATCOL 1A

SATCOL 1B

sATCOL 2

USASAT 7-A

SETS A-1

USA

Colombia

Colombia

Colone Ia

USA

Brazil

P55

FSS

FSS

FSS

FSS

FSS

6,14/4,12a

6/4

6/4

6/4

6/4

6/4

AR11/C/50/1568

AR11/A/12/1525

SPA-AA/522,323/1474

ARI 1/C/79/1573

SPA-AJ/127,128/1343

Au 1/C/80/1587

SPA-AA/312/'465

AR11/A/16/1526,

AR11/C/94/1576

290°E

(70'W)

294-E

(66°W)

1985

1985

OSASAT 7C

USASAT BA

USA

USA

FSS

FSS

6/4

6/4

AR11/A/11/1525

AR11/A/36/1553

295-E

(65°W)

298'E

(62°W)

302-E

(58'W)

1985

1986

1987

SETS A-2

OSASAT 8B

USASAT 8C

Brazil

USA

USA

FSS

FSS

FSS

6/4

6/4

6/4

AR11/A/I7/I526

AR11/A/37/1553,

AR)1/12/99/I576

AR11/A/38/1553

307'E

°
1984° INTELSAT IV INTELSAT(53 W)

(ATL 5)
ESE 6/4

SPA-AA/89/1188

307'E 19 °
SPA-AJ/351/1500

(53°W)
84 INTELSAT IV-A INTELSAT FSS

(ATL 3) 6/4
SPA-AJ/208/1418

307'E

°
1986c INTELSAT V INTELSAT(53 W)

CO FSS 6 14/4 11NTINENTAL I , ,
AR11/A/82/1588

307'E

(53°W)
1986 INTELSAT V-B INTELSAT FEE 6 4,144/4 11 124.1 , . , Under construction by

310'E 198 °
Ford Aerospace

(50°W)
4 INTELSAT IV INTELSAT FSS 1(ATL 1) 4'6/4.11

AR1 I/A/75/1586

310-E

(50°W)
1984° INTELSAT IV-A INTELSAT FSS 6(ATL 2) /4

AR11/C/140/1596

310°E

(50°W)
1985c INTELSAT V INTELSAT FSS 6CONTINENTAL 2 ,14/4,11

AR11/A/75/1586

310°E AR11/C/139/1596

(SO°W)
1986 INTELSAT V-A INTELSAT FSS 6CONTINENTAL 2 ,14/4,11

ARIL/A/74/1586

319.5°E

'
1986 INTELSAT V-B INTELSAT(40.5 S) FSS 6,14,144/4 11,, 2a ,

121 under construction by

' Ford Aer322.5 E

°
1987 VIDEOSAT-2 France

ospace

(37.5 W) HIS 14/2.126
AR11/A/86/1589

325.5E

(34.5°W)
1987 INTELSAT V-A INTELSAT F55(ATL 3) 6,14/4,11

ARI1/A/63/1580

325.5°E

(34.5°W)
Unknown INTELSAT MCS INTELSAT MMSS

(ATL E) 1.6,6/1.5,4
SPA-AA/284/1432

329°E 1986
(31^W)

UNISAT I
U.K.-BRITISH

TELECOM
FSS

14/11,12b,121 AR11/A/26/1534

332.5°E

(27.5°W)
1985 INTELSAT V-A INTELSAT FSS

(ATL 2) 6,14/4,11 SPA-AA/335/1478

AR) 1/C/123/1592



TABLE 2. PLANNED GEOSYNCHRONOUS SATELLITES FOR FIXED, BROADCAST, AND MARITIME-MOBILE SERVICES,

LATE DECEMBER 1983 (CONT'D)

Up/LOwn-

Subsatellite Launch Satellite Country or Function Link IFRB Circular or

Longitude
Late Designation Organization Frequency Other References

(GHz)

332.55E 1987 INTELSAT VI INTELSAT FSS 5,6,14/ 3,4,11 AR11 /A/70/1584

(27.55W) (AIL 2)

3355E Unknown LOUTCH-P1 USSR FSS 14/11 SPA-AA/177/1289

(255W)

335°E Unknown STATSIONAR H USSR SSE 6/4 SPA-AJ/62/1280

(25°W)

335°E Unknown VOLNA 1 USSR MMSS UHF,1.6/1.5,UHF SPA-AA/169/1286

(25°W)

335.55E 1984 INTELSAT V-A

(ATL 1)

INTELSAT F55 516,14/3,4,11

SPA AA/334/1478ARI
(24.5°W)

55E5 1987 INTELSAT VI INTELSAT F55 6,14/ 4,11 AR11/A /69/1584

.33

(24.5°W) (ATL 1)

335.55E Unknown INTELSAT MC5 INTELSAT MM55 1.6,6/1.5,4 SPA-AJ/349/1500

(24.5°W) (ATL D)

336°E Unknown PROGNOL 1 USSR SRS -/3.4 SPA-AA/316/1471

(24'W)

338.5°E 1955 INTELSAT V INTELSAT FSS 6,14/4,11 SPA-AA/ 252/1419

(21.55W ) (A'P1. 5)
4 SPA-AA/ 282/1432

MSS Alt INTELSAT MM55 1.6,6/1.4,

3405E 1985 GDL 4 hu xembourg FSS/BSS 6.5-7,14/11,12d AR11/A/92/1594

(20°W)

3415E 1986 LUXSAT Luxembourg BSS 17/12b AR11/A/20/1529

(195W)

341°E
(19°S)

1984-95 TDF 1 France BSS 17/12b
AR1I/A/57/1570

AR11/C/107/1578
341°R 1985 -111i119°W) ESA (France) BSS/FSS 13,14a,30/

SPA-AA/308/1463
12b,20

ARI I/A/33/1544

AR11/A/88/1590

AR11/A/57/1570

AR11/C/124/15923415E

(19°
1986 HP.L SAT 1 Switzer nd BW) 55 17,18/12h,2

SPA-AA/365/1512

341°E

(195
1984 TV-SAT Germany 8W) 5S 17,18/11,126 SPA-AA/ 311/1464

SPA-AA/325/1474341°E

( °
1986 SAR IT Italy B19 W) SS 17,18/126

SPA-AA/360/1505

SPA-AA/371/1547
341.5°E

(18.55W)
1986-87 INTELSAT V-A

(
INTELSAT I'SS 6 14/4 11ATI. 4) , ,

ARIL/A/64/1580

341.5°F.

(1 H °
1986 INTELSAT V-B INTELSAT F55. 5 W)

°

6, 14/ 4, 11, 1 2a , 12d
Under c nstruction by

Ford Aerospace; replaces

INTELSAT V-A ab344 E

°
1983-84 S'TA'PSIONAR 11 USSR

, ove

(16 W) F55 6/4
SPA-AA/270/1425

°
SPA-AJ/303/1469

344 F. 1985 WSORN
(16°W) USSR SRS 15/10,11,13

SPA-AA/341/1484

346°E

(I45W)
Unknown LOUTCH I USSR FS5 14/11

SPA-AA/157/1262

3 °
SPA-AJ/84/1318

46.5 E

(13.55W)
Unknown POTOK 1 USSR F55 -/4

SPA-AA/344/1485

347.55E

°
Unknownb MAROTS-B France(12.5 W) MM55 1.6,OHF/1.5,UHF

SPA-AA/204/1333
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TABLE 3. FREQUENCY BAND KEY WITH SERVICE ALLOCATIONS*

FREQUENCY

ABBREVIATION

ITU FREQUENCY BAND (GHZ)

AND SERVICE

LINK

DIRECTION

UHF 0.13 to 1.5 Up or Down

1.5 1.530 to 1.535, 1.535 to 1.544, MMSS
(see Tables I and 2)

Down
1.6 1.6265 to 1.6455, MMSS Up

2.5

Various 2-GHz frequencies

2.5 to 2.69 GHz, BSS

Up or Down

(see Tables I and 2)

Down
3 3.400 to 3.900, FSS Down
4 3.700 to 4.200, FSS; Down

5
4,175-4,200 MMSS feeder

5.725 to 5.925, FSS Up
6 5.925 to 6.425, FSS; Up

11
6,404-6,425 MMSS feeder

10.700 to 11.700, FSS Down
12a 11.7 to 12.2, FSS, Region 2 Down
12b 11.7 to 12.5, BSS, Regions I and 3 Down
12c 12.2 to 12.7, BSS, Region 2 Down
12d 12.5 to 12.75, FSS, Regions I and 3 Down
13 13.0 to 13.25, FSS(SRS, secondary} Up
13a 13.25 to 14.0. SRS Up

U
v

14

14a
14.0 to 14.5, FSS
14.0 to 14.25, FSS

Up

Up
k 15 14.5 to 15.35, SRS secondary Up

17 17.3 to 18.1, FSS, BSS feeder Up
20 17.7 to 20, FSS, 20.2 to 21.2, FSS Down

v o 30 29.5 to 30, FSS, 30 to 31, FSS Up

O

43.5 43.5 to 47.0, MSS Not Specified

Ca

0 0

*If regions (ITU) are not shown, the allocation is worldwide.
}The Link direction for the SRS is Down.

v N



Translations of Abstracts

Experience internationale de commutation par
paquets a grande vitesse

J. S. MCCOSKEY, W. REDMAN, W. MORGART,

B. HUNG ET A. AGARWAL

Sommaire

Une liaison experimentale de transmission de donnees a grande vitesse a 6te 6tablie
entre Clarksburg (Maryland) et Oberpfaffenhofen (Republique federale d'Allemagne),
pour permettre d'effectuer les essais pratiques et examiner le fonctionnement d'un
processeur de t6lecommunications utilise dans des circuits numeriqucs de satellite a
vitesse elevee, et d6montrer la faisabilit6 de certains services de telecommunications.
A cette fin, on a connecte deux processeurs de telecommunications an moyen de

liaisons a 1,544 Mbit/s assur6es par des stations terriennes installces sur le toit, et
des rep6teurs a pinceaux a 14/11 GHz d'un satellite INTELSAT v de la region de
l'ocean Atlantique.

Les r6sultats de 1'exp6rience ont rev6le que des services int6gr6s, tels que le service
de tel6conference a analyse lente, Ies transferts de fichiers prineipaux a grande vitesse,
le fac-simile, ainsi que les telecommunications asynchrones a faible vitesse entre
terminaux et ordinateurs principaux, peuvent etre transmis de cette fagon. L'effet des
protocoles de transmission de donn6es sur le rendement de debit et sur le fonctionnement
global du reseau a ete examine. Un syst6me de multiplexage hybride a et6 mis en
oeuvre, qui a permis d'utiliser une vole commune pour les courants de trace et le
trafic par paquets.
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,800y 1600 MHz. Se ofrecen configuraciones del LMSS para tres ejemplos especificos,

correspondientes a la masa de carga util equivalente de un subsistema de comunica-
ciones maritimas de INTELSAT V (MCs), un satelite dotado de equipo para servicios

empresariales (sns) y un satelite INTELSAT V. Se dan alternativas de sistemas para
cada uno de estos casos a fin de ilustrar Ins distintas permutaeiones entre el costo de
una terminal m6vil (y ganancia de antena), tipo de modulaci6n y capacidad del

sistema. Uno de dichos ejemplos consiste en un sistema de 800 MHz y 10 canales
que utiliza modulation delta adaptable y terminates m6viles con ganancias de antena

de 5 dBi y solo requiere una masa de carga dtil de 67 kg.
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